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/ ABSTRACT 

Maintainability demonstration ia a testing procedure for 
assuring the acquisition of equipment and systems with satisfac- 
tory maintainability characteristics. The results of a study to 
improve maintainability-demonstration procedures for Air Force 
equipment are presented in this report. 

An industry- and Government;-wide survey was conducted to pro- 
vide insight into the current status of maintainability demonstra- 
tion and to initiate research into the managerial, administrative, 
and technical aspects of demonstration. Specific recommendations 
and guidelines were developed on the following: 

■ Management planning for maintainability demonstration 
• Maintainability-index selection 

• Maintenance-task sejnpling procedures 

• Statistical maintainability-demonstration test plans 

• Test administration and implementation 

The use of prior information for specifying numerical require- 
ments, designing; statistical sampling procedures, developing test 
criteria, and applying Bayesian tests was ilso investigated; ap- 
plicable procedures and data are included In this report. 
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SECTrON T 

INTRODUCTION 

1.1 THE CONCEPT OF WUHZAB&BILITY DEMONSTRATION 

Maintainability demonstration is the process by which a cus- 
tomer determines if a product he intends to buy will exhibit sat- 
isfactory maintainability characteristic«. The specific approach 
used can range from reliance on the producer's assurance and 
good reputation to an extensive controlled fiej.d test of the prod- 
uct . /. 

Neither of these extremes la satisfactory. The producer's 
reputation is more pertinent to selecting him initially, and his 
assurance cannot be accepted unless there are adequate factual 
data to support it. Often, for novel or complex equipment, it 
is not possible to assure that the equipment will perform satis- 
factorily in the field maintenance environment unless some form 
of  controlled testing is performed. On the other hand, extensive 
field tests are generally costly and time-consuming. 

The current Air Force policy is generally to perform limited 
controlled tests, employing standard statistical procedures to 
determine conformance with specified maintainability character- 
istics. 

Two military standards provide the requirement and direc- 
tion for conducting a maintainability-demonstration test. MIL- 
FTD-470, "Maintainability Program Requirements" (Systems a-d 
Equipments), 21 March 1966, contains the following detailed re- 
quirement for such a test: 

"Para. r.ll Demonstrate Achievement of Maintain- 
ability Requirements 

The achievement of maintainability requirements 
shall be demonstrated PS specified in the contract. 
The demonstration will normally be accomplished in ac- 
cordance with MIL-STD-47I, 'Maintainability Demonstra- 
tion', which includes contractor preparation and sub- 
mission of a demonstration plan and report to the 
procuring activity. The demonstration plan must be 
responsive to the maintainability program established 
by the requirements of this standard. Maintainability 
demonstration efforts shall be integrated with other 
system testing requirements such as proof of design, 
bread-board, prototype, environmental, production and 
acceptance. Maintainability demonstration data will 
be used to incrementally verify the achievement of 
maintainability design requirements and to update the 
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maintainability parameter values from the maintain- 
ability analyses and predictions. The formal main- 
tainability demonstration performed to determine con- 
tract compliance shall be conducted in an operational 
or Simula4 ed operational environment as specified in 
the contract." 

The referenced standard, MIL-STD-*i71, "Maintainability 
Demonstration", I5 February 1966, Notice 1, 4 April 1968, pro- 
vides the detailed procedures for planning and conducting main- 
tainability-demonstration tests, and is the document most often 
invoked in current contracts that require such tests. 

The demonstration procedure is essentially a statistical 
test of a hypothesis. In this case, the hypothesis is generally 
of the form that a specified maintainability characteristic 
(e.g., mean actlve-corrective-mainteaanee time) meets a speci- 
fied numerical value. Accordingly, tlie standard approach has 
been one of acceptance sampling, in which known risks of wrong 
decisions (rejecting a satisfactory product or accepting an un- 
satisfactory product) are considered In relation to sample size 
(e.g., number of maintenance actions observed). One goal is to 
arrive at risk levels and sample requirements that meet existing 
or implied constraints. 

The statistical nature of a maintainability-demonstration 
test imposes requirements on several aspects of the test pro- 
cedure, including the te»t environment, tne sampling procedure, 
and the analysis of test results. Therefore, a demonstration 
TCfcst cannot be evaluated or a new one proposed without careful 
consideration of these factors as they relate to the inferential 
nature of the statistical test. 

Therefore, the demonstration procedure can be viewed as 
comprising two major areas -- the planning, management, and im- 
plementation of the test; and the statistical procedures to be 
employed in the decision-making process. 

1.2    SUMMARY OF MAJOR OBJECTIVES 

■ 1 

The overall objective of the maintainability-demonstration 
phase of the program to develop maintainability techniques is to 
develop improved procedures for planning, implementing, and eval- 
uating ma'-tainaollity-demonstration tests. Accordingly, 
effort was directed at both the managerial/administrative aspects 
and the technical and statistical a&pects of the demonstration 
element in the maintainability-program plan. 

Specific study was d«voted to the following subjects: 

* Management of the maintainability-demonstration pro- 
gram 

2 
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• Prior information approaches in test design and 
analysis 

• Statistical analysis of maintainability-demonstra- 
tion test results 

In the area of management and administration of the main- 
tainability-demonstration effort, guidelines and specific ap- 
proaches were developed to provide assurance that (1)  the 
specified maintainability index is appropriate and realistic, 
(2) the task-sampling procedure is adequate, (3) the test is 
conducted in an unbiased and meaningful manner, and (4) the re- 
sults are analyzed and interpreted properly. 

The use of prior information, such as previous history on 
similar items, results of previous tests, and inputs from the 
maintainability-prediction efforts, were incorporated whenever 
possible into procedures for specification, task sampling, and 
teat design. In particular, new Bayesian approaches for main- 
tainability demonstration were developed. 

In this report the statistical basis for demonstration is 
reviewed, and guidelines for selecting general approaches (e.g., 
fixed versus sequential sampling) are presented. An extensive 
set of statistical procedures for demonstration, offering im- 
provements in rigor, efficiency, or applicability over current 
procedures, is described. Guidelines are presented for select- 
ing the appropriate plan to fit particular circumstances. 
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SECTION II 

SURVEY ON MAINTAINABILITY DEMONSTRATION 

2.1 INTRODUCTION 

Although maintainability demonstration has not been applied 
to the same extent as reliability demonstration, it was believed 
that enough experience has been accumulated to warrant a survey 
of industry and Government personnel concerned with it. Accord- 
ingly, a comprehensive questionnaire was developed to cover both 
management and technical aspects of maintainability demonstra- 
tion. Exhibit 1 is a copy of this questionnaire. A rather com- 
prehensive discussion of the results of this survey is presented 
here because these results provide a good sumrary of the current 
status of maintainability demonstration. Particular attention is 
given to problems that the respondents believe have **ot yet been 
solved by current procedures. 

2.2 RESPONDENTS 

This questionnaire was mailed to approximately 200 people 
and agencies actively engaged In the field of irintriinability 
management and engineering. Four major sources were used to 
obtain respondents: 

• The EIA-G-42 maintainability committee maili/ig list 

• The military and Government organizations and personnel 
involved in MIL-STD-471 coordination 

• Organizations that deal with the RADC Maintainability 
Section 

«• A list of authors on maintainability, obtained through a 
literature search of various technical journals and sym- 
posium proceedings 

2.3 SUMMARY OP RESULTS 

A total of 39 usable replies was received (approximately a 
25-percent return), some of which contained detailed comments on 
one or more aspects. Table I presents a summary tabulation of 
the responses received. 

2.4 DISCUSSION OP RESULTS 

The results of the survey are discussed in this subsection. 
A summary of the most pertinent statistics of Table I is pre- 
sented and Interpreted. Indications of how improvements can and 
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should be s»ue are also presented, but detailed consideration of 
such means is reserved for later subsections. In a sense, then, 
the discussions of the survey questions serve as a summary of 
some of the major areas to be considered in subsequent sections 
of this report, 

2.4.1 Respondent Background 

Of the 39 responses received, approximately 75 percent rep- 
resented industry viewpoints; approximately 75 percent of the 
respondents have been involved with one or more maintainability 
demonstrations, the total of such demonstrations exceeding 40. 

The most commonly used tests were those of MIL-M23313(9) 
and JOX-M26512(8), which correspond to Test Methods 3 (4 appli- 
cations) and 2 (9 applications), respectively, of M3X-STD-471. 
Thus, of 41 identified tests used for demonstration, 17 demon- 
strations were based on the procedure of Test Method 2, MIL-STD- 
471, and 13 demonstrations were based on the procedure of Test 
Method 3, MIL-STD-471. The only other significant applications 
were the five demonstrations based on Test Method 1 of MIL-STD- 
471. 

Comments on the statistical aspects of the procedures used 
thus apply generally to MIL-STD-471, Test Methods 1, 2, and 3. 
General comments on management and administrative aspects of 
Government maintainability-demonstration standards pertain 
equally to the older MIL-M26512 and MEL-M23313 standards. 

2.4.2 Rejection Experience 

Seven rejections were reported by the respondents. In only 
one case, however, was a retest performed — a step that is rec- 
ommended in the maintainability-demonstration-plan provisions of 
MIL-STD-471. In th ee cases, the test was extended — a proce- 
dure that would normally result in exceeding the designed test 
risks. In twc "».".es, the applicable requirement was waived. 

Since controlling maintainability and providing information 
for evaluation purposes are major purposes of demonstration, it 
is necessary to act on rejections in a positive manner. Cor- 
recting maintainability design to eliminate causes of rejection 
and then retesting would seem to be the most prudent course. A 
simple test extension or waiver of the requirement avoids the 
central issue. 

2.4.3 Purpose of Maintainability Demonstration 

Almost half of the respondents indicated that control of 
achieved maintainability was the major purpose of maintainability 
demonstration. One-third believed that the information provided 
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Information Concerning the Respondent 

Date 

Company or Agency 

Division or Department 

Name 

Title 

Address 

Nature of Business 

Please Return to: 

ARINC Research Corporation 

a Subsidiary of Aeronautical Radio, Inc. 

2551 Ri?a Road 

Annapolis, Maryland 21U01 

Attention:  H.S. Balaban 

EXHIBIT 1 

QUESTIONNAIFJ5 MAILED TO MAINTAINABILITY 
MANAGEMENT ARD ENGINEERING PERSONNEL 

-♦— 
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TABLE I 

SUMMARY OF RJBPOftSSB TO M^XWmiSÄSILÄTY-EBMOaSTPATIOR QU8STI0EHAIR*; 

Affiliation of Respondent 

Industry 29 
Military/Government    10 

MHlataiariiility Demon» t^UonJggrei»ja££ 

Involved with oce or «are   30 
No Involvement 
He «Rawer I 

Type of Involvement 

Designer of Equipment 
Daeigner of rfaintai * Ability - 
Demonstration Test 

Conductor of Maintainability- 
Demonstration Test 

Monitor of Maintalnabillty- 
Demonstration Test 

MEL-STD-471 

Flan 1  S 
Plan 2 
Plan 3 

14 

21 

19 

16 

Huafcar of Rejections 7 

Action Pollowiait Rejection 

Test attended 
Equipment Redesigned 
Equipment Redesigned and Ratested 
Applicable Requirement Waived 
Penalty Provision Invoked 
Other 

Standard» Uf ad 

MIL-STD-471 
Plan 4 1 
Plan 5 0 
Plan 6  1 

MIL-MS6512 8 
K3L-M23313 
Other 

Purpose of Maintainability Daaonatratlpn 

Provide accept/reject criteria 
Provide maintainability information 1 
Provide control on achieved maintainability 11 
Verify maintainability prediction 3 
other 2 

Views on Element8 of ;«intainability Standards or Contract« 

Element Satisfied  Unsatisfied 

Definition of Terms 
Test Condition Requirements 
Support Material Requirements 
Test Personnel Requirements 
Test Administration and Reporting 
Requirements 

39 

35 

45 

37 
30 
« 

23 

Use of Prior Information 

Parameter Specification 12 
Distribution Analyses 7 
Saqple Selection 24 
Bayeslan Tusts 4 
Other 2 
So Response 5 

3 
2 
1 
2 
0 
1 

(continued) 
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TJBI* I (continued) 

I 

Biffacultieo BBKJJBm 
Bifferasjce» betwesn test and field eT^lronaents   15 
Interwittent failure« 
Multiple failures 
X*ek of supporting aatarials 
Abnormally l&rge repair tins» 
feteaaive resources required 16 
Other 2 
lo Seeponse 6 

Impression gja Specified Maintainability Values 

Military  BafetESH  Total 

Realistic 
Unrealistic 
So Response 

4 
5 
2 

17 
10 1! 

Accroach to Maintainability Specification 

Historical Data 20 
Allocation 28 
Contractor Valuee 5 
Preliminary Maintainability Prediction» 9 
Other 2 

Mao« 
Median 
Per** entile 
Mean end Median 
Msan and PercentUe 
Mean and Variance 

Lognoraal-Paraiaater Specification 
""^T       *tfedlan and rereentlle 

2 Median and Variance 
1 Mean, Median, Percentlie 
2 Msan, Median, Variance 
7 

4 
3 
2 
1 

A. 

B. 

0« 

a. 

k. 

Teat 

fixed Saqple 
Multiple Saarple 
Sequential 

Paraaetric 
Eonparawtric 

Classical 
Bayaslan 
Seelsion Theory 

Slaulated allures 
Actual Failures 
Coafeiaation 

10 

Total Mean 26 
Total Median 14 
Total Perccntlle 14 
Total. Variance 14 

Type of Statistical feet 

Bagakl     »ante 2     Rank 3 

1 
13 

Average Rank  Preference 

13 
22 
14 

9 

I 
22 
11 

.16 

3g 
14 

11 
22 

S 
S 
20 

5 
7 
5 

5 
15 
3 

I.89 
2.03 
1.63 

1.26 
1.6? 

1.59 
2.15 
I.89 

1*73 
2.19 
1.70 

2 
3 
1 

1 
2 

1 
3 
2 

2 
3 
3 

(continued) 
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Ylew« on MU>STD*471 

Plan 
Hustoer 

Sating [Satisfactory (S) or Unsatisfactory (»)J 

Assumptions Specified Paramstgrs Decision Criteria Otts* 

S ü 8 ü 8 * 3 9 

1 23 a 21 7 21 7 7     « 

2 22 5 23 5 IS e 7 5 

3 17 7 19 6 18 4 7 4 

k 19 0 16 4 17 1 7 5 

5 14 2                13 4 13 2 7 3 

6 16 1 '   1    " 3 17 2 6 2 

Appro*»! of Stratification 

Yes       17 

Mo        10 

. 

NOTE: Many questionnaire.» contained detailed coanents fan one or acre 
questions; these are not included in this tabulation. 
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is aost important. These two answers, of course, are not mutu- 
ally exclusive; i.e., it can be assumed that the informs»*-* a can 
ami will be used to control maintainability. 

Bight respondents believed that maintainability demonstra- 
tion is most useful for verifying a maintainability prediction. 
In one sense, this would imply that the prediction is more per- 
tinent to the maintainability program than actual test results. 
This would be the case, for example, if the field maintenance and 
logistic planning depended heavily on the maintainability predic- 
tion. 

In practice, however, the maintainability demonstration is 
geared to tne contractual maintainability requirements, and the 
prediction is another element of a maintainability program to 
provide control» If a prediction Indicated that the contractual 
requirement would not be met, it would be unwise to proceed to 
the demonstration without carefully viewing the requirement, the 
design, and the prediction procedure and Inputs to make any nec- 
essary revisions. 

2.4.4 Views on Aspects of Maintainability Standards or Contracts 

As can be seen in Table I, the percentage of respondents who 
were satisfied with the maintainability aspects listed in the 
questionnaire is not encouraging. Almost half of the responses 
indicated that one or more contracts or standards had unsatis- 
factory definitions. Test-condition requirements and test- 
personnel requirements also received relatively unsatisfactory 
ratings. While support material and test-administration and 
-reporting requirements were rated better than the others, about 
one-third of the ratings were unsatisfactory. 

These results vividly Illustrate the need for careful atten- 
tion to the specifics of definitions and requirements concerning 
maintainability demonstration in contractual documents and in 
associated military standards. 

2.4.5 use of Prior Information 

As would be expected, the two most prominent categories 
given for the use of prior information in maintainability demon- 
stration were sample selection and parameter specification. Cur- 
rent sampling procedures are usually a fore of proportional 
stratified sampling, which requires identification of tasks, 
means for grouping tasks, and relative frequency of occurrence 
of the groups. Parameter specification may require information 
Oß (1) a higher-level requirement such as availability, (2) the 
type of mainte jjce-tiae distribution, and (3) achieved maintain- 
ability on similar systems or equipments. 

. 
■ I'-' 
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2.4.6 Difficulties Experienced 
Jill I III! I    IIIUIMfl———«II I !■■■—■—■—www» 

The two difficulties mentioned most often in the survey were 
differences between the test environment end the field environ- 
ment, and the extensive resources required for planning and coo- 
ducting the demonstration. 

Differences between test and field environments will always 
be present, but every effort should be made to adnisiz* them 
through careful planning. On the other hand, there assy be eases 
in which duplication of environment will be costly and difficult. 

A compromise approach is to know what the environmental 
differences are and to adjust the specified parameter values 
accordingly. 

If the maintainability demonstration is cc. "idared merely an 
exercise In statistics, with little or no enforcement, the expen- 
diture of funds is essentially wasteful. If the contractor knows 
that failure to pass the demonstration test will require further 
efforts on his part to improve the maintainability design, he 
will have the incentive to provide carefully for the maintain- 
ability demonstration. 

Economy, of course, is still a major objective; careful 
planning and integration with the complete test program is essen- 
tial. Sample sizes can be reduced by using the most efficient 
tests or by accepting higher risks. Use of prior information in 
a Bayeslan test is one new approach to limiting the amount of 
necessary testing. 

2.4.7 Opinions on Specified Maintainability Values 

Almost 60 percent of the respondents believed that specified 
maintainability values were realistic. It was noted, however» 
that military and Government personnel were lees convinced of 
this realism (45 percent) t mn Industry personnel (63 percent). 
Generally., it should be the customer (i.e., military) who speci- 
fies quantitative values, but in practice the contractor may 
play a prominent role in such specifications. 

2.4.8 Approach to Maintainability Specifications 

Four alternative approaches to specifying maintainability 
values were presented, and approximately 44 percent of the 
respondents favored an approach based on an allocation of a 
higher-level requirement auch as availability or effectiveness* 
Since most of the respondents were from industry, this might be 
a reflection of their desire for flexibility, which might be 
stated as follows* "Tell u® your overall objective; let us worry 
about how we will achieve it". 

■ 

* 
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Xn many cases, this might he a prudent policy, hut there are 
situations In which complete freedom is undesirable. For exam- 
ple, the following sets of MEBF and MPTB values will both yield 
the same steady-state availability of 0.90: 

« Set 1: IffBF 9; KPER 1 

• Sat 2: MEBF 90j MTTR 10 

The cost of the two sets, however, can differ greatly,. The 
first set requires, on the average, 10 times the nuntoer of main- 
tenance actions as the second for continuously operated systems; 
and if maintenance consists generally of replacement, Set 1 will 
require much greater inventory levels. On the other hand, if 
mission time is small, for example, less than one hour, a 9-hour 
MEBF may be acceptable, but a 10-hour downtime may be operation- 
ally unacceptable from the viewpoint of readiness. If the sys- 
tem is not operated between missions, Set 1 may be preferable. 

Examples such as these emphasize the need for as complete a 
specification as possible for the overall requirement and asso- 
ciated constraints. The application of an allocation procedure 
under these conditions is generally a good policy, because it 
provides assurance that requirements will be consistent with the 
overall objective. 

The second most frequently mentioned approach to maintain- 
ability specification was the use of historical data. This is 
a natural means for imposing realistic :equirements. It is gen- 
erally unwise to specify a maintainability value without refer- 
ence to the state of the art, 

Of course, for new equipments, maintenance philosophies, 
and operational procedures, there may be little relevance to past 
history, and it Is in such cases that problems arise. In these 
situations, conservatism aay be the most prudent course, because 
the risk of failure is too great if large improvements over the 
state of the art are expected. 

It may also be possible tc provide some flexibility in the 
requirement so that as development progresses and exploratory- 
test results are evaluated, a realistic maintainability require- 
ment for demonstration can then be invoked upon agreement I stween 
contractor and customer. «Such a policy will require some form of 
restriction in the initial contract (e.g., minimum and maximum 
values) to protect both parties. 

A third approach for new types of systems and maintain- 
ability policies is an Incentive arrangement whereby only a mini- 

maintainability value is specified. The demonstration 
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procedure may then be an estimation process In which the incen- 
tive payment or penalty Is geared to the estimate (either point 
or interval). 

2.4.9 Lognormal-Paraaeter Specification 

To the question, which parameter or parameter combination 
should be specified if maintenance times were distributed log- 
normally, the most frequent answer (10 of 36 responses) was the 
mean/variance combination. This is *surprising because (1) no 
currently used method is based on this combination; and (2) the 
variance of a lognormal distribution, unlike the median and per- 
centlle values, is difficult to interpret. 

Of the two central-tendency parameters, the mean was includ- 
ed in 26 responses and the median in 14. This is in agreement 
with the response to the previous question, in which allocation 
was the preferred approach for specification, since the mean 
possesses more desirable properties than the median for alloca- 
tion. 

The mean/percentlie combination was the next preferred 
specification, and this combination corresponds to several 
MTL-STD-471 plans. 

Three responses referred to three lognormal parameters, but 
since any two of the three parameters listed dictate the value 
of the others, the three-parameter specifications have little 
justification. 

2.4.10 Type of Statistical Test 

From the four categories considered, the most preferred 
plan (assuming the responses were independent for each category) 
would be a classical, sequential nonpararnetrie test based on a 
combination of simulated and naturally occurring failures. Ro 
currently used test procedure is a nonparametric sequential pro- 
cedure, although Test Method 1 can be considered such a test 
since the lognormal assumption la used primarily for converting 
the lognormal-p&rameter specification to a binomial-parameter 
specification. 

The nonparametiic and classical-type tests are the clear 
choices for the alternatives presented. The sequential test is 
only slightly preferred over the fixed-sample-size test, while 
the use of simulated failures only is almost as preferred as a 
combination of simulated and actual failures. 

2.4.11 Views on MEL-STD-471 

All plans received relatively good ratings on the three as- 
pects listed. There was surprisingly little comment on the risk 
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errors in the MIL-STD-471 methods. Many comments were related to 
(1) the inflexibility of some of the methods, e.g., a fixed sample 
size for methods 3 and 4; (2) inappropriateness of the lognormal 
assumption for specific types of equipments; and (3) the need for 
large sample sizes. 

The comment about inflexibility is valid since the MIL-STD- 
471 plans do not generally provide for varying risks. The log- 
normal assumption may not nold for a specific type of system or 
maintenance comment, and that is why a nonparametrlc test is In- 
cluded in the standard. However, other nonparametrlc tests are 
available that would offer more flexibility. 

The sample size (e.g., fjO for Test Method 4) is based solely 
on tha risks. The only way to reduce the sample size for a given 
procedure is to increase risks (or effectively have less dis- 
crimination in the test between acceptable and unacceptable 
maintainability). The use of more efficient test procedures — 
sequential rather than fixed, parametric rather than nonpara- 
metrlc, and Bayeslan rather than classical tests — is another 
alternative that can lead to reduced sample sizes. 

2.4.12 Approval of Stratified Sampling 

Twenty-seven of 37 responses indicated approval of strati- 
fled; sampling procedures. There were, however, many comments on 
stratification, with many different suggestions for improving 
current task-selection procedures. Very little comment was made 
on tlie current use of analytical procedures based on simple ran- 
dom sampling when, in fact, the sample observations are usually 
obtained through a stratified procedure. 

The reason most often given for favoring stratified sampling 
was that it is the best way to ensure representativeness. 

22 
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SECTION III 

DEMONSTRATION AS A MINTAINABILTPY-PROaRAM ELEMENT 

3.1 GENERAL 

In Section I, the requirement for demonstration as a 
maintainability-program element as specified in MIL-STD-470 was 
noted. The major points of paragraph 5.11 of MIL-STD-470 are 
as follows: 

(1) Maintainability demonstration is a contractual re- 
quirement . 

(2) Maintainability demonstration will normally be per- 
formed in accordance with MHi-STD-471. 

(3) The contractor will submit a maintainability-demon- 
stration plan. 

(4) The maintainability-demonstration test will be inte- 
rrupted with other system requirements. 

(5) The formal demonstration will be conducted In an opera- 
tional or simulated environment. 

With regard to item 2, MIL-STD-471 contains the detailed 
procedure, but of particular pertinence to this section are the 
major elements to be included in the maintainability-demonstra- 
tion plan, which are listed in Table II. 

TABLE II 

MAJOR ELEMENTS OF A MAINTAINABILITY- 
DEMONSTRATION PLAN (MIL-STD-471) 

Description of Demonstration Conditions 

Description of Test Team 

Description of Demonstration Support Material 

Predemonsttstion-Phase Schedule 

Description of Formal Demonstration Test 

Retest-Phase Schedule 
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Timely planning and careful management of the maintaina- 
bility demonstration is required to fulfill the requirements of 
MJL-STD-470 and 4-71. This chapter presents a general discussion 
of some of the major problems that can occur in such planning 
and management and offers guidelines for selecting and imple- 
menting the best policies. 

3.2 M&NÄGEMENT RESPONSIBILITIES IN MAINTAINABILITY TESTING 

3.2.1 Development-Test and Demonstration-Test Management 

The maintainability-demonstration procedure is generally 
the last of a series of tests and evaluations concerned with 
maintainability parameters. Each of these tests and evaluations 
is designed to provide information about system maintainability. 
Tests designed to aid in improving or achieving desirable main- 
tenance characteristics can be classified as Information tests 
or development tests. The management aspects of development 
test 11 and maintainability-demonstration tests are summarized 
in Tables III and IV, respectively. 

3.2.2, Overall Tost Planning 

It is the responsibility of management to plan and manage 
the necessary tests in such a manner that pertinent and timely 
information concerning maintainability achievement will be pro- 
vided as economically as possible. This is not an easy task in 
view of the many unknowns that exist in a typical system-develop- 
ment program. 

An overall test plan should be developed at the beginning 
of the program. At this point, the plan will not be completely 
detailed. However, it should provide for determining specific 
teat requirements and procedures at »ome point before the testing 
is to be performed, allowing the review of all aspects of the 
tests by interested design, engineering, and management groups. 

Since the features of many types of tests, particularly 
those in the development stage, will depend on the achievements 
made and problems encountered during the design-evaluation pro- 
cess, the test program must be flexible enough to allow appro- 
priate changes in test parameters, procedures, and decision 
rules. Such changes, however, should be carefully controlled 
and reviewed by the cognizant Air Force agency. Table V sum- 
marizes tne steps necessary for overall test planning. 

3.3 THE MAlNTAINABrLITy-DEMONSTRATlON-TEST PLAN 

The decision to require a formal maintainability-demon- 
stration test rests with the Air Force and should be based on 
tactical considerations, mission requirements, cost of tests, 
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TABU? m \ 
MAMAOEMENT ASPECTS OP BBVBLOPMEWT TESTS 

Purpose of Test» 

To determine physical reallsability, So determine funotlor&l 
capabilities, to establish ths bacic design. 

Responsible Groups 

Air Force or contractor's design-engineering group, with 
support from other groups as required, 

General Description 

Development teats are usually informal exploratory tests 
designed to provide fundamental R&D information about a 
basic design. Nominal environmental levels are used unless 
the test is specifically ->riente<? to check for effects at 
environmental extremes. Sample sizes are limited, but the 
general principles of good experiments! and statistical 
design should be followed. 

Examples of Specific Types of Tests 

• Component Accessibility 
• Fault-Isolation Routines 
• Test-Point Adequacy 

Test Scheduling 

Harmonization Requirements 
Compatibility Tests 

Not usually specified formally. Design-engineering group 
establishes schedules to meet design-development objective». 
Such schedules must conform to development-program mile- 
stones . 

Test Items 

Basic materials, off-the-shelf parts and assemblies, proto- 
type hardware. 

Test Documentation 

Engineering test reports and analyses. Mairtainibilitj 
information to be documented for later use in prediction, 
evaluation, and cesting tftsks. 

Test Pollow-Up Action 

Determination of design feasibility or need for redesign. 
Implementation of test Information in further design v<ork. 
Approval, modification, or disapproval of design, materials, 
and parts. 

Maintainability Provisions 

Proposed materials and designs to yield acrentable maintain- 
ability performance are tested on limited samples. Packag- 
ing tests and component-Interaction teats are examples. All 
maintainability data 3hould be fully documented for future 
use in prediction, assessment, and later testing activities. 
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TABI2S IV 

MaSMHBBKT ASPECTS OF mmJXiIMEllJLri-im^STfATIOn TE3TS 

Purpose ofTestd 

Wo demonstrate formally that the maintainability require- 
ments are achelved. 

Responsible troupe 

Air force or contractor's program-rmagement, maintain- 
ability, and effectiveness-assurance groves, with testa 
monitored and approved by the Air Force. 

General Deacriptiin 

Demonstrate. .1 teats are performed on the major end items, 
often at tht highest system level, under realistic opera- 
tional and environmental conditions. Rules are specified 
for classifying fv lures, performing repairs, allowing de- 
sign changes, etc. Time is an inherent teat parameter. 
The test design is usually directed towards providing a 
specified statistical confidence for making an appropriate 
decision. 

Test Scheduling 

Demonstration-test schedules are normally contract-speci- 
fied. They generally occur before full-scale production 
but after initial production, when teat samples are avail- 
able. 

Test Items 

Production hardware at major end-item level. 

Test Documentation 

Contract-specified procedures or clause requiring contrac- 
tor to submit complete test plan. Test results fully docu- 
mented, including analyses and conclusions concerning the 
«setting of contract requirements. 

Teat Follow-up Actions 

Acceptance or rejection of equipment with respect to 'viin- 
tainabillty requireasnts. Failure to pass demonstration 
testa will require appropriate design and assurance efforts 
on tfce part of the contractor. 

Main..„inability Provisions 

Dtajenstratios; tests are specifically designed to test for 
maintainability and associated parameters at the equipment 
am! system levels. 
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TABLE T 

STEPS XN OVsSSftLL TEST PIAHSIMa 
■ 

■ ""»■ 

1.    Determine t«ft requirements and objectives 
Eaw 

2. Review exiatlng data to determine If any existing require- 
ments can be met without taste 

3. 

4. 

5. 

6. 

7. 

8, 

Review a preliminary list ©f planzmd teat« to determine 
whether economies can b» realised by combining individual 
test requirements 

■■■ 

Determine the neeeaaary tests 

Allocate time, rune's, and effort to perform chese tests 

Develop test apeeifleatlon» at an appropriate level, or 
make reference to applicable »actions of the system specifi- 
cation to provide direction for later developaent of tai.*. 
specifications 

Assign raaponaibility for test conduct, mod boring, analysi», 
and integration 

Develop review and approval policies for teat-reporting pro- 
cedures and forms 

9. Develop procedures for maintaining test-status information 
throughout the entire program 

Kg 

and an evaluation of the likelihood of achieving the maintain« 
ability requirenw.it simply as a result of good design procedures 
without a demon «ration test  It ia essential to recognise 
that a maintainability-demonstration teat Joes not guarantee 
achieving the inquired maintainability  It focuses the eon- 
tractor1 a atten Ion on maintainability, but often this ia net 
sufficient unless penalties for test failure are included in 
the contract. 

3-3.1 Responsibility for Preparing Test Plan 

There are no fixed rules for determining Air Force and 
contractor responsibilities in preparing maintainability-deason- 
stration-taat plane. The peculiarities of individual procure- 
ments require flexibility in the requirements for supplying 
information. KL-STB-471 outlines certain requirements for a 
maintainability-test plan, Generally the plan is submitted as 
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part of the contractor's proposal and Includes details that are 
applicable to maintainability information supplied by the Air 
Force. The specific information supplied to the contractor üy 
the Air Force should meet both of the following criteria: 

• It should provide direction for developing the test de- 
sign. 

• It should be based on operational or tactical constraints 
or or a trade-off analysis. 

In most cases, these criteria will be met if the following are 
provided: 

' Equipment configuration for test 

• Maintenance concept 

' Maintenance environment 

• Levels of mainter»*r.,,c *o be demonstrated 

• Modes of ^^eration for the test 

• Test team organization 

3.3.2 Contractor's Responsibility 

In his proposal, the contractor must include certain infor- 
mation about the maintainability-demonstration-test plan, re- 
gardless of whether the information has been derived from the 
Air Force or the contractor. The plan submitted by the contrac- 
tor to the Air Force should include the elements listed in 
Table YS.t which was extracted from MIL-STD-471. 

3.3.3 MaintalnabilltyDeaonstration-Plan Milestones 

The major milestones in the development of a final main- 
tainability-demonstration plan are listed in Table VII, in which 
it can be seen that the maintainability-demonstration plan must 
be continually updated as system development progresses, to re- 
flect changes in requirements and design and to incorporate the 
results of the maintainability-program design reviews, predic- 
tions, and assessments. 

Specific dates for review by the procuring activity should 
be established ?t the time the contract is awarded. Before the 
test la eonduotetV *be maintainability-demonstration plan mnd 
detailed procedures suet receive final approval of the review- 
ing activity. 

* 
1   • 
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KLFMBffTS OP OOWSSMSSOfL13 MIlIHIWüliVBIIITI-K .      <  - 

Description of Demonstration Conditions 

^eantitative maintainability requirements 
Maintenance concept 
Halntainabllity-deiBonstrafclon environment 
Levels of saint «mace to be demonatrated 
Demonstration sites and facility 
Participating agencies 
Node of operation for the test 
Item(s) to be demonstrated 

Description of TesS Team 

Organization 
Degree of participation for contractor and procuring 
activity 

Assignment of specific responsibilities 
Qualification, quantity« and training of test-team personnel 

Description' of Demonstration Support Material 

Support equipment 
Tools and test equipment 
Technical publications 
Spares and consumables 
Safety equipment 
Calibration support requirements 

■ 

Predemonstration-Phase Schedule 

Assembly of test tea«" 
Training 
Preparation of facilities and support material 

Description of Formal Demonstration Test 

Test objectives 
Schedule of tests 
Task-selection method 
Test method 
Data-acquisition method 
Analytical and calculation methods 
Specific data elements 
Time units of measurement 
Type and schedule of reports 
Description and schedule of preventive-maintenance tasks 
Description of corrective-maintenance tasks 

Retef*- Phase 
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•SABLE VII 

MILESTONES IN THE DEVELOPMENT OF THE 
MIJNTAlNABILITT-iaENONSTSATION FLAN AND PROCEDURE 

Period Input Output for Maintainability- 
Demonstration Applications 

Prepropoaal and Propoaal 

Cor/cract Award 

System Development 

Final Teat Planning 

Predenonetration Phase 

Maintainability Demon- 
stration 

Retest Phase 
(if necessary) 

Initial work state- 
ment 

Final technical and 
cost requirements 

Maintainability 
design; development- 
test results; main- 
tainability predic- 
tions and analyses 

Overall system-test 
program 

Maintainability- 
demonstration plan 

Approved maintain- 
ability-demonstra- 
tion plan and pro- 
cedures; equipment, 
facilities, material 
and personal 

Results of maintain- 
ability-demonstra- 
tion tests; retest 
plan 

Proposed maintainability- 
demonstration plan 

Updating of maintainability- 
demonstration plan 

Revisions to maintainability 
demonstration plan 

Final maintainability-demon- 
stration plan; integration 
with overall test program 

'Teat team, facilities, and 
support material assembled; 
detailed procedural methods 
for sampling, analyzing, and 
reporting results completed 

Results of maintainability- 
demonstration tests 

Results of retest 

A 
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Although the basic purpose of jaa.tQtaina.MHty demonstration 
1» control, ARXHC Research Corporation hoe found, dwrißg the 
course of several demonstration-monitoring studies^ that an im- 
portant by-product is the discovery of faaits «ad procedures that 
degrade an equipment's reliability and aaintainabllity, 

The comments in Table VTXL were ejetraoted freu several AB28E 
Research letter reports to military customers presenting the ©b~ 
serrations of ARXNC Research personnel »aonitoriag fWtntaJrwtMHty 
demonstrations. It can be seen froat these e ammts that the 
maintainability demonstration dan provide Infera&tloR heading to 
improvements lu manuals and support equipment, specific circuit 
design, overall maintenance-design philosophy, packaging, sad 
sparing. Because of this desirable by-product of the maintain- 
ability -demonstration effort, the customer should plaa to have 
knowledgeable representatives monitoring the test to äf.#@over 
design deficiencies and recommend means for improvements 

Contractual allowance for remedying serious deficiencies 
should also be considered. A specific maintenance design or 
procedure may not cause excessive downtime but may make the 
equipment unsafe or highly failure-prone during operational 
use. It is thus important to recognise that the passing of the 
demonstration test does not necessarily mean that major or criti- 
cal improvements cannot or should not be made. 

Of course, if the equipment passes the test, the contractor 
may not be obliged to act on recommendations resulting from the 
demonstration, but may do so for changes that can be easily in- 
corporated. If the recommended changes will yield a significant 
improvement, contract renegotiation may be called for. In any 
erent, for additional procurements, such as full-scale production, 
the customer should act positively on the information provided by 
the results of the demonstration-test monitoring. 
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COMMENTS OF MAIW^UIABIiaTY-ISMCNSTRATION OBSERVERS 

1. 

2. 

4. 

5. 

"No special support equipment was used during the demon- 
stration to isolate the inserted faults. A module puller 
«as used, however, to remove the modules. This item is 
not required* hut assists in module removal and minimizes 
possible module damage. It is recommended that a module 
puller be procured and made available to the customer." 

"It is recommended that future procurements address a re- 
quirement for greater ease in the removal and replacement 
of terminal assemblies than now exists. Assembly guide 
rails and guide pins, securing devices requiring no special 
tools, and use of receptacles and plugs in lieu of terminal 
boards and taper pins, where appropriate, are cases In 
point. A form factor permitting convenient removal of 
assemblies from the front of the mounting racks (without 
disturbing other assemblies) is an Important feature for 
field Installations." 

"The technicians relied almost exclusively on the handbook 
signal-flow diagrams for fault isolation during the demon- 
stration, and they commented that the diagrams were superior 
to conventional schematic diagrams. On the basis of their 
effectiveness In the demonstration, it is recommended that 
signal-flow diagrams be incorporated extensively In all or- 
ganizational' level maintenance publications." 

"Individual maintenance modules of the AN/XYZ are suscepti- 
ble to damage when removed from the equipment. It is 
recommended that suitable containers be developed to pro- 
tect modules in transit to and from repair facilities." 

"Replacement of the Tube/Shield Assembly (AB123) is diffi- 
cult and time-consuming. During the demonstration, re- 
placement time exceeded 45 minutes for two technicians 
working together. 

"It is recommended that captive hardware be used to attach 
the faceplate and the Tube Shield Assembly and that the 
yoke and ground wires be connected to chassis wiring by a 
bayonet-type connector." 

"Connectors C3, C5, and 06 are all the same size, are lo- 
cated side-brf-side, and have identical external-plug hous- 
ing keying. However, the internal pins of each connector 
are arranged in patterns different from other connectors 

(continued) 
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TABLE VIII (continued) 

so that only the correct plug «ill fit the connector. -. 
problem arises In that the plug housings «111 fife the key- 
ing on any of the four connectors, and only the connector- 
pin pattern prevents the plug mating. If sufficient force 
is applied, pins can be damaged. 

"It is recommended that the keying on all four of these 
plugs and connectors be changed so that each pair is unique, 
preventing the possibility of pin damage." 

7-  "The module guides in the AN/£JK equipment used in the 
maintainability demonstration (serial number 1} Mere very 
weak. One guide was broken off and allowed a module to be 
inserted skewed. The module was Improperly seated, which 
resulted in a dlcde failure. Other module guides were 
loose and allowed the modules to be Improperly seated In 
their plug-in connectors. The contractor has noted this 
design deficiency, and has incorporated an improved module 
guide that is much stronger than the guides used In the 
serial number 1 equipment. The contractor stated that all 
subsequent production units will contain the n#-* liaproved 
module guides." 

8. "The front-access modules (Ml, M2, MB) are retained in 
place by the hinged face plate of the indicator. Techni- 
cians on two occasions during the demonstration failed to 
fully insert tne Selection/Deflection amplifier (M3) result- 
ing in improper equipment operation. In all cases, closing 
of the hinged front panel was difficult because of inter- 
ference between the Tube/Shield Assembly (Ml) and the bezel 
gasket assembly. 

"It is recommended that front-access modules be retained 
by fasteners (preferably quick-release captive type) to 
ensure full insertion cf modules in their receptacles, and 
that the bezel/module interference be corrected." 

9. "Lamp Driver Assembly (L6) circuit-card replacement is ex- 
tremely difficult. The technician must lean over the ex- 
tended Display Tube Subassembly and, at the limit of his 
reach, release two quarter-turn fasteners with a screw- 
driver. He must then slide the assembly toward himself - 
and rotate it approximately 135 degrees on its cables for 
access to the circuit cards. The circuit cards require 
excessive force for removal and insertion. During the 
demonstration, a technician broke one of the cable wires 
while replacing a circuit card even though he exercised 
great care. 

"It is recommended that the Lamp Driver Assembly be repack- 
aged for satisfactory in-place maintenance." 
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SECTION IV 

THE STATISTICAL BASIS OF MAINTAINABILITLY-DEMONSTHATION 

4.1 GENERAL 

A maintainability-demonstration test provides the informa- 
tion necessary for accepting or rejecting the product with re- 
spect to conformance to stated maintainability goals. The 
demonstration effort, therefore, provides the input to a deci- 
sion process. Since this input is statistical in nature — 
that is, the results of the test are not constant, but are sub- 
ject to statistical (random) fluctuation — it is necessrry to 
consider how euch fluctuation can result in incorrect decisions. 

In practice, an accept or reject decision may not be the 
only alternative (e.g., the decision may be to "accept" after 
a specified design change is made). However, it is easiest tc 
look at the maintaincbillty-demonstration effort from the ac- 
cept/reject viewpoint to avoid having to consider all possible 
types of decisions that can be made. 

4.2 DECISION ERRORS 

If the discussion is restricted to accept/reject decisions, 
two basic types of errors can be made: 

T^pe I Error: Reject the equipment for not meeting its 
maintainability requirement when, in fact, 
it has. 

Type II Error: Accept the equipment as meeting its main- 
tainability requirement when, in fact, it 
has not. 

The Type I error is detrimental primarily to the producer 
since his acceptable equipment is being rejected. The consumer 
also wants to minimize this error since he often has Immediate 
need for the equipment and would not want to experience the un- 
necessary delay caused by this type of error. In the terminology 
of acceptance testing, this error is often denoted by alpha (a) 
and is called the producer's risk. 

The Type II error is detrimental primarily to the consumer 
since he is accepting equipment that is below standard. Unless 
there is a contractual requirement for the producer to maintain 
acceptable operational performance, he has no direct interest 
in the Type II error. This type of error is called the con- 
sumer's risk and is usually ^ancted by beta (ß). 
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It Is emphasized that for any type of dec} aion procedure 
in which acceptable and unacceptable levels of maintainability 
can be defined, the Type I and Type II errors are always in 
force. The statxstlcal theory of acceptance testing allows for 
controlling such errors by controlling the sample size, select- 
ing appropriate test statistics, and invoking an applicable de- 
cision criterion, 

4.3 THE TEST HYPOTHESIS 

Because of the statistical nature of demonstration testing, 
the ba3is for decision is developed from the statistical theory 
of hypothesis testing. In maintainability testing, the hypothe- 
sis under test — called the null hypothesis and denoted by 
H — is usually that the submitted product conforms to the 

maintainability requirement. An alternative hypothesis, de- 

noted by H,, Is also specified (or implied); It state: that the 
product is at an undesirable maintainability level. Rejection 
of the null hypothesis Is equivalent to acceptance of the alter- 
native hypothesis. 

For example, assume that the parameter of Interest Is mean 
corrective-maintenance time, denoted by Mct. Then two basic 

forms of test hypotheses ax>e as follows: 

TEST I 

H„: IL*. = 30 min o   ct 

TEST II 

Ho: Hct = 3U min 

H-, FT ct 60 min HI: Kfct > 30 mln 

H and Hn o    l specify unique values for FT . and For Test I, 

with respect to thia characteristic are called simple. Strictly 
speaking, a simple hypothesis Is one that completely specifies 
the distribution of the random variable. If maintenance time 

is exponential — I. e., f(x) 9 rx/9- 6  is uniquely deter- 
mined by a mean specification such as those of Test I. For a 
two-parameter distribution such as the normal or lognormal, 
neither HQ nor H^ of Tests I and II uniquely determines the 

distribution. For Test II, H, does not specify a unique value 

and is, therefore, called composite with respect to H , 

The relationship between the test hypotheses and the de- 
cision errors Is now evident. For both T>.öt8 I and II above, 
HQ represents the more desirable maintainability level, and 
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the rejection of H when it Is true '«mid represent the produ- 

er's risk a. H, for Test I represents an undesirable level of 

maintainability^ and acceptance of an equipment (equivalent to 

accepting H ) when H. is true is a risk to the consumer. Test 

II, however, does not specify a unique value for HL; therefore, 

the consumer's risk cannot be evaluated. 

If the Test I hypotheses were to be invoked and the 
necessary distribution assumptions on maintenance time were 
validated, the assignment of a and ß risks corresponding, re- 
spectively, to rejecting H when it is true and accepting H if 

H, is true would generally be sufficient for decermlning the 

sample size, n, test statistic, and decision criterion to mmt 
these risk levels. 

If the Test II hypotheses are to be invoked, the general 
procedure is to use as large a value of n as possible, since 
this will minimize the a risk as well as minimizing the chance 
of accepting H when it is false. This conclusion is simply a 

result of the fact that the variance of an estimate generally 
decreases as the sample size Increases, and, thus the larger 
n is, the more precision in a sample statistic ar.1 the less 
risk of an Incorrect decision. 

Because of the importance of the test hypotheses and asso- 
ciated risks, a separate section (Section V, The Maintaina- 
bility Demonstration Specification), is presented to provide 
guidelines for parameter and risk specification. 

4.3.1 Specification in Terms of Confidence Level 

Test requirements are sometimes specified in terms of con- 
fidence levels. Such a specification, however, is subject to 
serious misinterpretation, as the following example Illustrates. 
Assume that the specification states; ".  .a sample shall be 
tested tc determine with 90-percent confidence that the equip- 
ment conforms to the requirement of a 1/2-hour mean time to 
perform corrective maintenance. . ." Two reasonable test cri- 
teria are; 

Tesx; I: Compute the 90-percent lower confidence limit, n~. 

Since there i3 90-percent confidence that the true 

mean time to repair Is greater than u_, if jx-^ > 1/2, 
reject the equipment; otherwise, accept It» 
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Test XX: Ccwputa tht """^percent upper confidence limit, M™ 

Since there if 90-percent confidence that the true 
mean tine to repair ia less than |u., then if u^* 1/2, 

accept the equipment; otherwise, reject it. 

Teat Z ia equivalent to one in which the producer's risk is 
10 percent at a true mean of 1/2 hour. Teat II is equivalent to 
one in which the conauaer'a risk ia 10 percent at a true mean of 
1/2-hour., The difference between the two testa ia apparent: The 
former requires that equipment with a mean corrective-maintenance 
time of 1/2-hour be accepted 90 percent of the time; the latter 
requires acceptance only 10 percent of the time if the equipment 
Mct i» 1/2-hour. 

Most specifications of this form are designed to represent 
a Test II criterion. This criterion makes no provision for the 
producer's risk at a highly acceptable maintainability level. 
Many plans will meet the criteria of Test II. Generally, thr 
lower the sample size the higher the producer's risk for a 
fixed confidence and maintainability level. 

In any case, if a test specification is to be made in the 
form cf a confidence interval, It is imperative that It be made 
clear whether the maintainability numeric represents an accept- 
able or unacceptable maintainability level. 

4.4 RELATIONSHIP OF RISKS TO SAMPLE SIZE 

For most tests, the magnitude of a and ß and the number 
of test observations, n, are interrelated in such a manner 
that specifying any two of the quantities determines the third. 
In the past, for nonsequential tests, a and n were usually 
specified and a test was chosen to minimize the ß error. For 
acceptance testing, the trend now la to specify ß instead of a. 
If it is important that both a and 6 be ^ecified, the sample 
size is no longer at the discretion of the experimenter, as 
'shown for many of the fixed-sample-size plans presented in Sec- 
tion VII. In sequential sampling., a  and ß must be specified in 
advance, and the sample size is a-random variable since its 
value is not predetermined but will vary over successive tests. 

4.5 1HE OPERATING-CHARACTERISTIC (C.C) CURVE 

By specifying two of the three quantities n, a, and ß, the 
accept-reject criterion of th« acceptance test is uniquely de- 
termined for a given family of tests (e.g., a fixed sampit test 
under the lognoxmal assumption with known variance). It Is then 
possible to generate the C.C, curve of the test plan. This 
curve shows the probability of acceptance over all possible in- 
coming maintainability levels. Two points on the O.C. curve 
are already determined — the a and ß points with their corres- 
ponding maintainability levels, which are given by HD and H,, 
respectively. x 
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For exaaple, assune that the specification is In terms of 
\t>  ths B0an corrective maintenance time, and that HQ is Ä fc • 15 
minutes and Hj is II t « 40 minutes. Ths o risk is 0.10, and the 
ß risk is 0.20. The general shape of the O.C. curve «ill then 
be as shown in Figure 1. 

The probability of acceptance can be interpreted as the 
long-run proportion of equipment or lots that will be accepted. 
If, for example, the O.C curve shows that an M . of 25 minutes 
will be accepted with a probability of 0.65, then in \;he long 
run 65 percent of all incoming products with a 25-minutes N 

will be accepted. 
•ot 

(minutes) 

For the acceptance test: H s M , - o  ct 
Is Mct =   minutes, a » 0.10, ß 

15 minutes 
0,20. 

FIGURE 1 

TYPICAL O.C. CURVE 
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4.6 TYPES OP MAINTAINABILITY EECISION TESTS 

A decision teat may be classified In many different ways. 
Some of the more Important categorizations of maintainability 
tests are discussed below. 

4.6.1 Type of Measurement 

Measurement type is usually categorized in terms of attri- 
butes or classification data and variable or measurement data. 

In maintainability testing, the usual attribute-type test 
is one in which a success/failure determination is made on each 
sample observation according to some pre-established criterion. 
Thus if the maintainability requirement is related to maximum 
duration of repair times, a corresponding attribute measurement 
is that a particular maintenance-task observation did or did not 
exceed a specified maximum time. The actual time spent on the 
task is not directly used in the decision criterion. 

A variable measurement, on the other hand, does employ ac- 
tual measurement of a random variable that is continuously dis- 
tributed. For maintainability tests, such random variables are 
usually maintenance times. 

For cases in which either type cf measurement may be em- 
ployed, such factors as type of informst on provided, degree 
of protection afforded, amount and cost of inspection, and ease 
of administration should be considered. Table IX summarizes the 
advantages and disadvantages of each type of measurement with 
respect to these considerations. 

4.6.2 Type of Maintenance-Task-Sample Selection 

Testing a system's maintainability requires sampling from 
the various possible types of maintenance tasks that comprise 
the hypothetical total population of maintenance tasks. The 
major alternatives to consider are whether induced (simulated) 
failures or naturally occurring failures are to be considered 
end, if the former method is chosen, whether simple random sam- 
pling is appropriate. Section VI covers these alternatives in 
detail. 

4.6.3 Single, Multiple, and Sequential Sampling 

Single, multiple, and sequential sampling plans can general- 
ly be devised such that each affords the same degree of protec- 
tion or has nearly identical O.G. curves. For convenience in 
th#> discussion* that follows, an attributes test is assumed where- 
by a sampled maintenance task is categorized to be either a 
success or a failure according to whether the maintenance tine 
is less than or greater than some specified number. For ex- 

such a criterion might be used to test whether 80 percent 
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COMPARISON B8TWKKN ATTRIBUTES TBST 
AND VARIABLES TEST 

| ! 

Factor Attributes Test Variables Test 

Type of 
Information 
Yielded 

Type of Main- 
tainability 
Goal 

Sample-Size 
Requirements 

Ease of 
Application 

Statistical 
Consider- 
ations 

Number or percent of 
sample that meets 
some specified 
characteristic 

Meuian or percentile 
most commonly used 

Higher than variables 
test for correspond- 
ing plan 

Data recording and 
analysis relatively 
simple 

Applies to both 
parametric and 
nonparametrlc tests 

Observed distribu- 
tion of some quan- 
titative output 

Mean, median, 
percentile, and 
variance are most 
common 

Lower than for 
attributes test 
for corresponding 
plan 

More clerical and 
analysis costs than 
for attribute plans 

Requires an assump- 
tion on the under- 
lying distribution 
unless large sample 
properties are 
assumed 

of ail maintenance actions take less than 20 minutes — * bi- 
nomial-type test in which the hypothesis is that 20 minutes 
is the 80th percentile. 

In single sampling, one sample of n items is tested. Ac- 
cept or reject decisions are made on the basis of the results 
by comparing the number of observed unacceptable meinten*/ * 
actions (i.e., one that takes longer than 20 minutes) wit». - 
predetermined acceptance number, c. In multiple sampling, 
more than one sample may be necessary before a decision is 
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reached, but the meximua number of samples and thus the maxi- 
mum number of items to be tested is known. An example is a 
double sample plan with the following test criteria: 

n, (1st sample eise) =» 20 

c, (accept number for first sample) * 3 

n2 (2nd sample size) - 40 

c0 (accept number for both samples) - 7 

A first sample of 20 items is taken. If 3 or fewer unac- 
ceptable maintenance actions are found, an accept decision is 
made. If 8 or more unacceptable maintenance actions are found, 
rejection takes place. If 4 to 7 unacceptable maintenance ac- 
tions are found on the first sample, a second sample of 40 items 
is taken, and an accept decision is made if the total number of 
unacceptable maintenance actions is 7 or fewer. 

Sequential sampling is an extension of multiple sampling 
in that decision to accept, reject, or sample further can be 
made after each individual item (or possibly group of items) 
is tested. For a standard sequential plan, no maximum number 
of sample items is specified, although the probability of very 
large samples is usually quite small. The decision criteria 
of a sequential sampling plan can be presented graphically. 
Figure 2 illustrates a sequential test based on a binomial dis- 
tribution where the number of unacceptable maintenance actions 
is the decision statistic. 

As sampling progresses, the number of unacceptable main- 
tenance actions is plotted against the number of items t' ed. 
Testing is continued until the plotted step function cros..<?s 
one of the two decision lines. Since the step function may re- 
main in the continuous testing region for a long period, especi- 
ally for borderline lot's, truncation or stopping rules can be 
specified so that the effect on the a and ß errors is negligible. 

Multiple sarpling generally requires less testing than 
single sampling, and sequential sampling requires less testing 
than multiple, sampling — because lots with very good or very 
poor quality will exhibit such characteristics early in the 
testing and decisions can be made before multiple samples or 
further samples in a sequential test are required. Since the 
first sample of a multiple sampling plan is always smaller than 
a single sample and since decisions on sequential tests can be 
made after the results are obtained for each test item, auch 
savings.in sample size can be extensive  It is emphasized that 
the exact sample size of multiple or sequential sampling plans 
is not predetermined but is a function of the quality of the 
submitted product. The average sample for various levels of 
incoming quality can be computed, and the results can be plotted 
to yield an average sample number (ASN) curve. 
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Reject-Decision 
Line 

Accept=Decision 
Line 
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Number of Tests 

J 
70 

FIGURE 2 

GRAPHICAL REPRESENTATION OP 
SEQUENTIAL ACCEPTANCE TEST 

Aii example of these curves is shown in Figure 3 for a main- 
tainability-demonstration test in which the null hypothesis is 
that 20 minutes is the 95th percentile versus the alternative 
hypothesis that 20 minutes is the 00th percentile. The a  risk is 
0.10. and the ß risk is 0.05.The single sampling plan is N - 50, 
C ■ 4. Curves for equivalent double and sequential plans are 
shown in the figure. 

Table X is a summary comparison of some characteristics of 
single, multiple, and sequential sampling plans. 

4.6.4 Parametric and Nonpar^'netrlc Teats 

A parametric test is one in which the underlying proba- 
bility law of the random variable is assumed to take a specific 
form. In. parametric maintainability tests, for example, it is 
often assumed that maintenance time is a random variable that 
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H,: 20 min.  « 80th 
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a = 0.10 

ß = 0.05 

Single 
n = 50,  c - 4 

-Sequential 

J_ 1 -L J_ 
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Fraction of Maintenance Actions Over 
Twenty Minutes 

0.35 

FIGURE 3 

AVERAGE AMOUNT OF INSPECTION UNDER SINGLE, DOUBLE, 
SEQUENTIAL SAMPLING ~ BINOMIAL TEST FOR PERCENTILE 
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can be adequately described by a log-normal distribution. Non- 
parametric or distribution-free tests are those In which no as- 
sumptions about the underlying probability law are made. It lo 
noted that nonparametric tests do not deal with magnitude but 
with attribute characteristics such as rank, frequency, and 
ordinal position. 

Although the distribution of the attribute tested must be 
known, it can be inferred without knowing the population dis- 
tribution of the basic random variable. For example, the number 
of maintenance-task times (the attriüute) less than a constant is 
a binomial-distributed random variable under some genez^al require- 
ments, irrespective of the distribution of task time3 (the basic 
rsndom variable). 

Generally, parametric tests are more efficient than non- 
parametric tests since, for a given amount of testing, more pre- 
cise estimates or smaller probabilities of incorrect decisions 
will result than for nonparametric tests. The limitations on 
the types of parameters that can be tested constitute a disad- 
vantage of nonparametric tests. For example, nonparametric 
tests of central tendency apply only to the median, while the 
specifications may be in terms of the mean. 

It is emphasized that an incorrect assumption of the under- 
lying probability distribution in a parametric test can lead to 
an O.C. curve that differs greatly from that planned, especially 
for small sample sizes. Also, nonparametric tests are generally 
easy to conduct and evaluate, often requiring only counting, 
adding, subtracting, or ranking. Because of these two features, 
nonparametric tests are now receiving much more consideration 
than in the past. 

4.6.5 Classical and Bayesian Tests 

A Bayesian test can be generally defined as one that employs 
prior information in the decision criterion concerning the ran- 
dom variable of interest. The discussion up to this point has 
been primarily concerned with classical-type tests. It is 
noted thac prior information is used in developing a sampling 
procedure for stratified sampling, but such use involves test 
design rather than the decision criterion. 

The classical,test, as shown earlier, involves a decision 
criterion based on prescribed probabilities of acceptance for 
specified maintainability levels. In a Bayesian test, the test 
results are combined with the prior information to yield a re- 
vised (Bayesian) estimate of the actual distribution or para- 
meter, and decisions are made according to the desirability of 
this estimate. 
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In essence, if an W . of one hour is highly desirable, the 
classical test is designed such that P [accept|fi t* 1 hrjis 

high. A Bayesian test would be one for which P[M . s 1 hrl accept] 
is high. ' ct 

Classical tests as defined here are well documented, have 
been shown to provide the necessary protection against rejecting 
good or accepting bad product, and thus have been accepted as 
being a reasonable approach towards assuring product quality. 

Bayesian tests are relatively new and their application 
will therefore have to undergo a trial-and-error and learning 
process. They do possess two distinct advantages over classi- 
cal tests:  (1) they provide for using available information 
and therefore have the inherent capability of reducing the 
test time required before a decision is made; and (2) they can 
provide assurance on the distribution of outgoing or accepted 
product, while classical tests generally provide no such con- 
trol per se. 

The major objection to Bayesian tests has been the strong 
dependence on a prior distribution -- the existence of which 
some deny and others claim cannot easily be obtained so as to 
be useful. 

The great Interest in Bayesian statistics, as evidenced by 
recent research in statistical theory and applications to main- 
tainability, reliability, and associated disciplines, points to 
greater use of Bayesian approaches in the future. 
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SECTION V 

MAINTAINABILITY-DEMONSTRATION-TEST SPECIFICATION 

5.1    GENERAL 

A maintainabillty-demonstratlon-'test specification is 
defined here as a set of numerical requirements and associated 
risk levels that will govern the design and decision criteria of 
the test. For the most common tests, this specification involves 
decisions regarding the following: 

• Type of maintainability index to be specified 

• Acceptable and unacceptable values of the Index 

• Associated risk levels 

For example, the test specification might be as follows: 

EQ'.    Mean corrective-maintenance man-hours = 40 minutes 

H-p Mean corrective-maintenance man-hours = 8o minutes 

a = 0.20, ß = 0.10 

A test based on this specification must be designed such 
that 

P (reject | MRct = 40 min) = 0.20 

P (accept |M^t = 80 min) = O.iü 
f 

The following are some of the more important requisites for 
a maintainability-demonstration-test specification: 

• Tie maintainability index should represent a measure that 
in directly influenced by equipment design so that the 
producer can plan for high assurance of a pass decision, 
but bears the responsibility for a reject decision. 

• Relationships (at least qualitative) between design 
parameters and the maintainability index should be known 
so that design evaluations and predictions are possible. 

• The njaintainability index should be appropriate for, and 
measurable in, the demonstration-test environment. 

• The maintainability index should be related to higher- 
level system-requirement parameters, and numerical values 
should be consistent with values for these higher-level 
parameters. 
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• Adequate sampling ani statistical-evaluation procedures 
should be available for demonstrating conformance to the 
requirement. 

• Specified maintainability index and risk values should net 
lead to sample sizes that would exceed available test 
resources. 

Not all of these requisites are  necessarily consistent, and 
often they cannot all be adequately satisfied. A requirement 
consistent with higher-level goals may result in specified values 
that require sample sizes larger than expected. Tests for con- 
formance to certain types of requirements may require complex 
statistical tests that may not be desirable. 

It is, therefore, important that the demonstration-test 
specification be prepared as early as possible so that its im- 
plications can be fully evaluated. This will then allow time for 
a trade-off analysis between test costs and risks of incorrect 
decisions. 

•Further details on the three major factors of a maintain- 
ability-demonstration specification are discussed in the remain- 
der of this section. 

5.2 TYPE OF SPECIFIED MAINTAINABILITY INDEX 

There are many different types of indices that can be speci- 
fied for a maintainability demonstration. Some of the more usual 
alternatives for three major factors are as follows: 

Factor 

Type of Maintenance Action 

Alternatives 

Corrective raintenance, 
preventive maintenance, 
total maintenance 

Type of Statistical Measure   Mean, median, variance, 
percentile 

Type of Time Measurement Equipment downtime, man- 
hours, man-hours per 
operating hour 

The above listing represents a possible 36 alternatives; 
two such are mean corrective-maintenance man-hours, and the 95th 
percentile of equipment downtime due to all types of maintenance. 
In addition, there may oe multiple parameters such as a mean and 
percentile and specification of higher-level Indices that include 
maintainability such as availability or effectiveness. 
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The choice of an appropriate form of the maintainability 
index can, therefore, be a difficult one. It is the purpose of 
this section to provide some guidelines for selecting an Index- 
appropriate for the maintainability-demonstration task. 

It is emphasised that one of the basic purposes of a main- 
tainability demonstration is to provide assurance of accepting 
equipment with satisfactory maintainability characteristics. 
This assurance cannot be guaranteed unless the definition of 
"satisfactory maintainability characteristics" is established. 
This is not usually an easy task. For example, the operational 
commander would prefer to have his critically needed equipment 
operationally ready at all times. The base maintenance commander 
would prefer equipment that does not tax his manpower organization, 
and maintenance man-hours may be of more irportance to him. Cost 
control may, perhaps, best be achieved with an index of mainte- 
nance man-hours per operating hour. 

One approach that at first might appear reasonable Is to 
specify several types ->f indices, such as mean corrective-main- 
tenance time, mean number of corrective-maintenance man-hours, 
and man-hours per flight hour. However, these indices are re- 
lated, and it is quite difficult to develop and apply a valid 
test for all three indices. Even so, the fact that they are re- 
lated is helpful since the relationships can be used to specify 
a value for one type of index with fair confidence that an ac- 
cepted equipment based on a test of this index will be satisfac- 
tory with respect to the related index. Some of the more impor- 
tant relationships are reviewed in the following subsections for 
each of the three factors cited above. 

5.2.1 Type of Maintenance Action 

A corrective maintenance action is one performed to restore 
an item to satisfactory condition. A preventive maintenance 
action is one performed to detect incipient failures or prevent 
future failures. These are quite general definitions. For ex- 
ample, in practice, for many supposedly corrective-maintenance 
actions, no trouble is found and, therefore« no true corrective 
action is performed. 

For specification purposes, the distinguishing feature be- 
tween the two types of maintenance is that, generally, corrective 
maintenance Is unscheduled, while the preventive-maintenance 
schedule can often be controlled. 

Therefore, with respect tö an operational requirement such 
as availability, corrective maintenance is more critical 11 pre- 
ventive maintenance can be scheduled so as not to conflict with 
operational demands. This may not always be true, however. If 
the Air Force requires overhaul of a Jet engine after 600 operat- 
ing hours, and if no spares are available and the aircraft is 
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3abject to random demand, the preventive maintenance action of 
overhauling tha engine is as critical as a corrective maintenance 
action. If a spare engine is installed durliig the overhaul, the 
importance of preventive-maintenance time with respect to 
operational needs is diminished. 

The frequency and duration of  preventive maintenance actions 
directly affects maintenance-manpower control. Again, since such 
actions can often be scheduled, the specification of a corrective- 
maintenance parameter may be more important than specifying 
preventive maintenance. 

The choice of whether separate indices or combined indices 
(total downtime or man-hours) of maintainability should oe used 
depends on several factors. If corrective maintenance iu more 
important than preventive maintenance, separate indices and sep- 
arate tests may be preferred. If downtime due to any cause is 
critical, a total-downtime index may bo used. 

From the statistical viewpoint, separate tests are preferred 
since the distributions of the two type,? of actions might be dif- 
ferent and combining both types would result in a mixture of two 
distributions, which hinders development of an appropriate test. 

There is generally a positive correlation between the sta- 
tistics for preventive maintenance and those for corrective- 
maintenance. Many of the tasks are Identical (e.g., the final- 
checkout routine), and the factors that represent good or poor 
maintenance characteristics will generally affect both types of 
maintenance action In the same manner. For example, If pocr 
accessibility is a major contributor to excessive corrective- 
maintenance time on an equipment, it will also adversely 
influence the preventive maintenance action. 

5.2.2 Statistical Measures 

The mean and median are central-tendency parameters, the 
variance Is a measure of spread, and the percentlle specifica- 
tion provides a control on extremes. Mathematically, If x 
represents the random variable of Interest and f (x.) Its contin- 
uous probability-density function, the following are defining 
relationships: 

Mean: «(X) -/ xf(x)dx 

M(x) 
Median: M(x) * the value of x for which f       f(x)dx » | 

r 
I 
M(x) 

f(x)dx 
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Variance:  V(x) = E fx-E(x)]2 « f   [x-E(x)]2 f(x)cix 
J 

,th (1-p)  Percentile: Xp = the value cf x for wnich 

CO 

r 
I     f(x)dx = p 
JXP 

For symmetrical distributions, the mean and median coincide, 
The median is also the 50th percentile. An indirect control on 
the variance can be provided by a two-parameter specification 
such as the mean and 95th percentile or the median and 90th per- 
centile. To demonstrate this, the normal distribution with the 
following density is considered: 

f(x) = 
72-,r< 

e 2^ 
2 (x-n)

4 

where u.   is the mean and a2 is the variance.    The (l-p)      per- 
centile of the normal distribution is given by 

X    = u + Z° P      p        P 

where Zp is" a standardized normal deviate corresponding to the 

(l-p)tn percentile of a normal distribution with mean 0 and 

variance 1. For p = 0.05* Zp ■ 1.645. Thus if the mean and the 

95th percentile were specified to be x and 3, respectively, the 

following would be obtained: 

p. m  1.0 - 

X0.05 = 3.0 

Then, from the definition of XQQC* 

x0.05 =  M-+ zp° 

or 3.0 = 1.0 + 1.61*5° 

or     a =    2>P    = 1.22 
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The distribution most applicable to maintenance times has 
been found to be the lognormal distribution.1    The density func- 
tion is 

--^   (in x-0)2 

f (x)  = -^— e ?'* ,  x > 0 
•/2n nx 

If a random variable has a lognormal distribution function, its 
logarithm is normally distributed with mean G  and variance c2. 
The following relationships pertain to the lognormal: 

Mean:  E(x) = e 
9 + 0 2/c 

.e 
Median:  M(x) = g 

Variance: V(x) = G 
29  + a~/~o 2  2 

(ea - i) 

(l-p)th percentile: Xp =• eG +  ZPÜ fcp = U-P)  percentile of 

normal (0,1)distribution.] 

Because of these relationships, the specification of any two 
of the above parameters completely defines the distribution 
(s«e Table XXXII, Section VII). The fact that the median Is inde- 
pendent of <*2 Is one reason why this parameter Is often associ- 
ated with the lognormal since it allows the application of rela- 
tively simple tests. 

A detailed study of the relationships of lognormal parame- 
ters and the specification of such parameters is presented in the 
Rome Air Development Center Technical Report, RADC-TR-67-403, 
Maintainability Parameters and Their Relationships, J. Kilon, 
September 1907. 

5.2.3 Type of Time Measurement 

Equipment downtime is the time measurement most related to 
operational requirements. Man-hours and man-hours per operating 
hour are more closely associated with manpower and cost control 
although they are, of course, related to downtime. 

Average man-hours per maintenance action can be estimated 
by multiplying the average number of maintenance men per mainte- 
nance action by the average downtime. 

*See Appendix A for a detailed discussion of the lognormal 
distribution. 
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For 13 equipments monitored in this stuay, estimates of 
total active-maintenance man-hcurs (excluding no trouble found" 
actions) based on this relationship yielded good results. The 
estimated and observed man-hours, along with the absolute value 
of the relative error, are shown in Table XI. The average of the 
relative errors is 7.6 percent. 

TABLE XI 

OBSERVED AND ESTIMATED MAINTENANCE TIME 

(Maintenance Man-Minutes) 

... 

Equipment Observed Estimated 
Absolute 
Relative 
Error* 

1  * A04 60.3 63.O 0.046 
A08 282.6 322.8 0.142 
A10 17^.6 162.4 0.070 
B04 118.8 106,8 0.101 
B06 61.5 57.8 0.06l 
B09 8l.l 78.5 0.032 
BIO 98.I 94.6 0.036 
B12 71.2 79.5 0.118 

B13. 20.3 22.5 0.110 
Bl4 71.0 74.0 0.043 
D01 155.8 153.2 0.017 
D02 77.9 c.5.3 0.162 

D03 101.5 114.6 0.129 

♦lObserv ed - Estloaf- 
Ob served" 

ed[ 

For complete systems such as aircraft, for which concurrent 
maintenance actions can and frequently do take place« the rela- 
tionship between equipment downtime and system downtime provides 
a basis for allocating an overall system-downtime requirement. 
If a system is divided into n equipments such that (1) concur- 
rent maintenance can take place only on different equipments and 
not within an equipment, and (2) the probability that more than 
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two equipments will require concurrent maintenance is negligible, 
then the following relationship can be used as a model for aver- 
age system downtime based on equipment downtimes: 

n   ng H n 

ts = ) 

n-1 ry 

'U*13 + L 
\ 

U I pij,W max ^Hi>\jr 
j=i i=i j=l 1=1 la.'J+l  k=l 

where 

ts = average system downtime 

n,- is the number of possible tasks for the jth equipment 

Pjj is the probability that only the 1th task in the jfjh 

equipment is performed given system failure 

p1, k^ is the probability that the ith task in the jth 

equipment and the ktn task in the üth equipment are 

required concurrently given system iallure 

"t1 . is the average time for completing the i*n task in the 

jTjn  equipment 

Three models for estimating system man-hours from downtime 
estimates are shown below. The following notation is used: 

MHg = System man-hours 

% ■ Average number of men per system maintenance action 

ms(r) = Average number of men per system maintenance action 
when r failures are involved 

m^j m Average number of men Involved when the 1th mainte- 

nance task Is required for the jfeh equipment 

"£s - Average system downtime 

tg(r) = Average system downtime when r failures occur 

th T44- Average downtime of the j  equipment when the 1 'lj 
th 

maintenance task Is to be performed 

pr = Probability that r maintenance tasks are required 
given .system failure 
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Pji = Probability that only the icn maintenance task in 

the jtn equipment is required for a system failure 

Pi.1 kü = Probability thaf the 1  maintenance task for the 

jtn equipment and ktn maintenance task for the ith 

equipment are required for a system failure 

The models are as follows: 

A. Model based on average system downtime: 

E(MHs) - msts 

B. Model b^'jod on average system downtime as a function of 
number cf equipment failures: 

E(MH3) = ^ Pr %(r)ts(r) 

r 

C. Model based on average equipment downtime assuming no 
more than two concurrent tasks: 

E(MHS) = V Vpiji-jtij +V   Y V )'PlJ,ki fSij*ij + «kjfiktf 
L-i   L-i i—i   u-i   L-i   i—t 

J i 3   i 4 fc 

Models A and B are both based on system-downtime statistics. 
The former requires only an overall estimate of system downtime 
and manning, while the latter requires estimates of downtime and 
manning as a function of the number of concurrent tasks required. 
Since manpower is generally limited, if a large number of simul- 
taneous failures requiring many concurrent maintenance tasks 
occur, system downtime may be partially due to the unavaila- 
bility of maintenance men. This factor Is accounted for directly 
in Model B through the ts(r) variable but only indirectly In 
Model A. 

Model C uses equipment rather than system-downtime values 
directly. While these may be more readily available, no account- 
ing is made for total system checkout after all tasks are com- 
pleted, although an appropriate "K" factor can easily be Incor- 
porated. While the equation shown limits the number of concur- 
rent tasks to two, it is apparent that an extension can be made 
for more than two tasks. 
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A mc lei for the expected value of man-hours per operating 
hour (MH/OH), showing its relationship to average downtime, can 
be developed as follows: 

00 

E[MH/0H'| =| V P[J failures in T operating hours ]E[MH|J failures] 

j=0 

X /  pfJ failures in T operating hours]j E[MK|l failure] 

00 

ECMHli failure] T- . r ,   ■, 
=  '—-  j     j Pij failures in T operating noursJ 

= ECMHli failure] E[number cf failures in T operating hours] 

If a constant equipment failure rate is assumed, the follow- 
ing rate is obtained: 

EtMH/OH] = E[MH/action]]AT = AE[MH/actlor] 

Again, by using the relationship 

E[ME[/action] = E [number of men/action] [average downtime] = m ¥ 

the following is obtained: 

E[MH/OH] =>il 

This general expression applies at either the equipment 
level cr the system level, but it Is more accurate for the former 
because the simplifying equations do not account directly for 
concurrent malntenanca. it Is emphasized that the man-hour rate 
is directly Influenced by reliability. Prom the equation 

ECWOH] =M£r 
It Is seen that the man-hour rate changes in direct proportion 
to changes in the failure rate, \.    This is not true for average 
downtime or average man-hours per maintenance action, since the 
reliability factor for.these measures influences only the rela- 
tive frequency of the various maintenance tasks given that a 
maintenance action Is required. 
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Since a demonstration test based on man-hour rate is a test 
that includes both reliability and maintainability factors, it 
does not truly fall in the category of a maintainable ity-demon- 
stration test in which the maintainability-design group bears 
the majo- responsibility for success in meeting goals.  This is 
not to imply that a test ':>ased on man-hour rate is not useful; 
however, it is important to recognize the influences on this 
type of measure so chat appropriate responsibilities and control 
can be estaolished. 

Because of the direct relationship between expected man- 
hours per maintenance action and man-hour rate, and the face that 
control of the lattsr is as much j. responsibility of reliability 
design as of maintainability design, man-hour rate as a maintain- 
ability index was not treated in as much depth in this study as 
the downtime and man-hour indices. 

The relationships shown above tha-, relate man-hours and man- 
hour rates to equipment downtimes do show that öhe specification 
of equipment downtimes does permit evaluation of man-hour param- 
eters at either the system or equipment level. The complexity 
of the relationships for system-level requirements, however, d- s 
highlight the problems that can occur if a system ma^-hour re- 
quirement is to be tested by synthesizing results obtained at the 
equipment level. 

*.2.4 Guideline" for Index Selection 

The principal objective in selecting the index for a main- 
tainability-demonstration test should be to seek the one that is 
most consistent with the mission objectives and operational con- 
straints. Generally, this will mean that equipment downtime is 
the time measurement of the index since operational effectiveness 
cannot be achieved unless downtime is controlled. 

If the need for an equipment is not critical, and manpower 
control is important, a man-hour index may be most appropriate. 
Preventive-maintenance man-hours per operating hour is preferable 
to downtime due to preventive maintenance for equipments for 
which such maintenance can be scheduled without fear of opera- 
tional demand during the maintenance action. 

By the same reasoning, corrective maintenance is more crucial 
than preventive maintenance, especially if the latter Cdn be 
scheduled to te.ke place during known periods of non-use. For con- 
tinuously needed equipment, such as an alert radar, total main- 
tenance time is of prime importance. For equipment demanded at 
random times, such as a missile-defense equipment, the approach 
might be to use separate controls for corrective maintenance and 
preventive maintenance. The choice of the statistical measure to 
be used often depends on the mission objective.  If there is an 
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availability requirement for the system, the following relation- 
ship is often used to determine reliability and maintainability 
requirements: 

MTBF 
Availability = MtBF + MDT 

This relationship provides a basis for trade-off between 
MTBF and MDT.  Several such trade-off curves are shown in Sub- 
section 5.3«^ for various availability requirements. 

When this availability expression is appropriate, a mean 
value should be used for the maintainability index.  However, 
there may be an availability requirement, for which a maximum 
downtime is more appropriate. Such a requirement would apply to 
critical equipment aboard an aircraft where the aircraft may 
have to be available for a new mission within two hours after 
completing a mission,  In this case a requirement of, say, 0.95 
probability of completing any necessary maintenance within 100 
minutes would be more consistent with the operational objective 
than a mean-value index.  This is discussed in greater detail in 
Subsection 5.3. 

Another element to be considered in the choice of the statis- 
tical measure is the underlying distribution of maintenance times, 
For symmetrical distributions, the mean and median are identical, 
and the choice depends solely on statistical niceties. For the 
more common skewed distributions of maintenance time, the mean is 
strongly influenced by the long maintenance times but the median 
is not. When cither can be used, the mean generally provides 
better manpower cost control, is derivable from a higher-level 
specification, and has more desirable statistical properties 
(e.g., application of the central-limit theorem). The median is 
applicable to distribution-JLee tests, has direct operational 
meaning In the sense that 50 percent of all maintenance actions 
will be performed within tne median-time period, and for the log- 
normal distribution is dependent on only one parameter as con- 
trasted with two for the mean. 

,  ! 
TKS foregoing discussion has provided some direction on 

choosing an appropriate maintainability index for several situ- 
ations. To provide greatei detail and permit more definitive 
recorr^ußndations, an established matrix for selecting maintain- 
ability measures is used here.* In this procedure, seven con- 
ditions that should influence the choice of a measure or index 
are listed, and recommended indices for common combinations of 
such conditions are given in the matrix. The conditions and 
matrix presented here are modified slightly from tnose of the 
Notebook to make them applicable to demonstration. 

•HSHTTSfrlx w511 appear In the "J&lntainability Engineering De- 
sign Notebook", being prepared by AHINC Research Corporation for 
Roae Air Development Center under C< ntract F30602-68-C~02o8. 
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The matrix is presented in Exhibit 2. To use the matrix, 
each of the conditions listed at the top of the exhibit that 
apply to the equipment of interest should be checked. The ap- 
propriate index is then found from the matrix by locating the 
column that contains an x for each condition checked above. 
For example, if steady-state availability is a critical parameter 
(Condition 1; and maintenance time is limited by environmental 
or operational circumstances (Condition 5)* the recommended index 
provides a control on both the mean and maximum maintenance time, 
and there is an option for including preventive-maintenance time 
depending on equipment use or scheduling and criticallty. 

The set of conditions listed is not exhaustive, but it is 
believed to include the most important ones. 

Several of the major considerations that led to the develop- 
ment of the matrix are as follows: 

• The mean is directly related to steady-state availability 
and is therefore the index of choice «then  this operational 
requirement exists. 

• If the distribution of maintenance times is unknown, the 
median is preferred since it permits distribution-free 
tests. If availability is critical, however, use of the 
central-limit theorem permits a mean tetft provided the 
sample size is large. 

« For the lognormal distribution, the median is preferred 
to the mean (assuming that Condition 2 applies and that 5 
and 6 do not) since it is based on only one parameter, 
which makes statistical analysis exact. 

-'When maintenance time is limited (Condition 5)> the M^^ 
index is preferred. 

• The mean is preferred over the median if manpower control 
is also required because the mean I& more directly re- 
lated to man-hours. However, if the distribution is 
unknown, the median may be used as long as availability is 
not critical. 

Complete dependence on this procedure is to be avoided. Be- 
cause of the wide variety of equipments, mission objectives, and 
environmental and operational circumstances, the selection matrix 
should be considered a guide only. Ultimately, the best measure 
is determined by individual system circumstp-nces and good 
judgment < 
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Condition Identification 
(Place X  In appropriate boxes) 

Condition 

D 1 Steady-st ate availability Is a cr ltica.1 parameter. 

D 2 Steady-state availability Is not a critical parameter. 

D 3 Maintenance-time distribution Is unknown. 

G 4 Malatenance-tlme distribution Is expected  to ba  lognormal. 

n 5 Environmental or operational circumstances  limit maintenance time. 

D 6 Manpower allocation or cost  is an Important factor. 

Selection MatrlÄ^ 

M 
s.  Index 

Mgtand Mpt^ Met ^max MMH \t and Vx ct® \t 
and M 

max ct 

Condition    \ "pt and \ax pt «Pt and "max pt 

T_ X X X X X X X X 

2 X X X X X X X X X X X 

3 X X X X X X 

h X X X X X X X 

5 X X X X X X X X 

6 X X X X X X 

Notatlor K - mei in,  1 i = nedi in, W = mi ix im im ms lint« nanc e t iie  , ■MMH = maintenance man-hours 

Notes 

(percentlle 

ct = corrective maintenence, pt - preventive maintenance 

@    The Inclusion of preventive-maintenance  Indices is optional depending on 
scheduling and criticallty. 

(|)    A combined total-malntenance-tlme Index can be used Instead of separate 
indices for corrective and preventive maintenance. 

EXHIBIT 2 

PROCEDURE FOR  MAINTAINABILITY-INDEX SELECTION 
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5.3 SPECIFIED VALUES FOR THE MAINTAINABILITY INDEX 

5.3.1 Three Basic Criteria 

As discussed In Section 4.3, the usual specification of 
values for ~mintainabillty demonstration Involves assignment of 
two values for the index selected —» a desirable value associ- 
ated with t.ie null hypothesis, Hr>,and an undesirable (sometlnes 
called marginally acceptable) value associated with the alterna- 
tive hypothesis, Hi. 

In assigning such values, it is reasonable first to con- 
sider the goal or HQ value, since this is what the producer and 
consumer both seek, and then to assign the Hi value, which will 
be a function of the desirable value,,, minimum operational goals, 
and other factors such as required sample sizes. 

There are three basic criteria for specifying the desirable 
values of the selected maintainability index: 

(1) The specified value should be consistent with higher- 
system-level requirements. 

(2) It should be realistic. 

(3) It should pertain to the deaoonstration environment. 

Unfortunately, the first two criteria are sometimes, in con- 
flict because higher-level requirements may be unrealistic. As a 
minimum, any maintainability-index value derived from higher-level 
requirements should be checked for reasonableness. If the derived 
values are not reasonable (exceed the state of the art), the 
higher-level goal is suspect. If this goal cannot be compromised, 
however, the producer can be given some reprieve by adjustment of 
risk values. 

On the other hand, if a derived value is less acceptable than 
what can normally be expected, the values should be readjusted to 
state-of-the-art levels. 

The third criterion may also be a source of conflict. A 
higher-level requirement such as overall system effectiveness may 
be translated into capability and availability requirements by 
such means as a WSEIAC-type analysis. The availability must then 
be further refined to reliability and maintainability indices. 
The operational environment to which the maintainability index 
applies, however, may be significantly different from the demon- 
stration environment under which the equipment or system is to be 
tested. 
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It Is, naturally, preferable to conduct the test In the 
actual operational environment, but this Is often Impossible. 
If the test environment does differ fcom the operational en/iron- 
ment, it is reasonable to adjust a maintainability goal basttd on 
operational need to reflect the differences between test ano 
field conditions. 

5.3.2 Specification Based on Hlgher-iiystem-Level Requirements 

There are many types of system-level requirements that are 
directly or indirectly related to the maintainability character- 
istics of a system. The most import ar..t of these ayste?m operational - 
type requirements 1« availability, which in the most general sense 
is a measure of the readiness of the system for operational use on 
demand. Two of the more important types of availability measures 
are as follows: 

. Point Availability - The probability that the system is 
available for operational use at a random point in time. 

. Interval Availability - The probability that the system 
will be available for operational use within a specified 
time interval. 

Pclnt availability is generally applicable to systems whose 
mission is continuous, such as an alert; radar. For these types 
of systems, the ratio of on time to total time must be high, and 
this ratio is best expressed by the general steady-state avail- 
ability expression 

A !S tfÜBM + MbT 

where 

MTBM = mean time between maintenance 

MDT » mean downtime 

When preventive or noncorrective maintenance can be 
scheduled so that it does not conflict with mission objectives, 
the following expression is applicable? 

A *   MT2F m MOT + MM 
wher1© 

MFBP « mean time between failures 

IfTTR ■ mean time to repair 
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Interval availability as defined above is applicable when 
the system is required to perform a series of missions, the most 
common example of such a system being an aircraft. For such 
cases, it is often Important to control the probability of read- 
iness after completion of a mission by an interval-availability 
requirement. 

A model for this type of requirement can be fairly complex 
depending on the system, operational conditions, and assumptions 
made. A relatively simple model for steady-state Interval avail- 
ability — assuming a Markov process for the misaion/servlce- 
repalr sequence, constant mission time T, and constant allowable 
repair time t — is presented below. 

Let 

A(t) represent the probability that the system is available 
within t hours after scheduled mission completion 

R(T) represent the system reliability for a mission of T 
hours 

S(t) represent the probability that necessary servicing 
(e.g., refueling and rearming an aircraft) is performed 
within t hours after a successful mission 

M(t) represent the probability that servicing and any neces- 
sary repairs can be accomplished within t hours after initi- 
ation of maintenance on a failed system 

The steady-state interval availability is then given by the 
following equation [a_bar above a symbol represents the comple- 
mentary event, e.g., R(t) = 1 - R(t)]s 

A(t) - A(t)R(T)S(t) + A(t)R"(T)M(t) + A~(t)M(T 4- t) 

The first term on the right-hand side is the probability 
that the system was available at the start of the previous 
mission, did not fail in T hours of operation, and is serviced 
within t hours. The second term represents the probability that 
the system tfas available at the start of the previous mission,, 
a failure occurred during that mission, and repair and servicing 
are completed within t hours. The third term 13 the probability 
that the system was unavailable at the start of the previous 
mission and repair and servicing is completed before the start 
of the current mission (a total time of T+t hours). 

Solving for A(t) yields 

A(t) " 1 - R{T)s(t)M^(T)M(t) + H(*ft7 
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The assumptions of constant mission and allowable mainte- 
nance times, can be relaxed, and such factors as malfunction- 
detection probability and repair efficiency can be included at* 
the expense of additional model complexity. For illustrative 
purposes, however, the above model will be retained. 

By using the preceding equations that relate availability to 
maintainability characteristics, it is possible to determine 
maintainability requirements from an availability requirement. 
Since reliability factors are also involved, such determination 
is best made through a trade-off process wherein feasibility and 
costs are also considered In selecting the appropriate set of 
reliability and maintainability requirements. The three cases 
discussed above are considered with respect to such trade-offs 
in the following subsections. 

5.3.2.1 Point Availability Including Preventive Maintenance 

The availability equation for point availability Including 
preventive maintenance is as follows: 

. _        iYITHM 
A " MTBM + MDT 

To obtain MTBM (mean time between maintenance), both preven- 
tive and corrective maintenance must be considered. It will be 
assumed that the mean time between failures (MTBF) is equal to 0 
and that preventive maintenance is scheduled every T hours. 

With failure time denoted by t~, 

MTBM = P[tf < Tp] E [tf|tf < Tp] + P[tf § Tp]Tp 

If it Is assumed that an exponential assumption is adequate 
for describing the failure-time distribution, then 

(i - e"Vö)/TP'tf l/0e -V* dtf   _T /0 
M^ = — -™ -—+e P Tp 

1 - e p 

-T /e -T /e 
^ 0[1 - e p (1 + T /©)] + e p T 

» 0(1 - S     v        j 
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If Tp/9 la small, say T/e   sO.05, then 1        "TP/6 

a%™ocS'muchtoJea SKSSSj SS? PP9TOi?«'« malntela^oe 
actions.    Conversely,  if TTIS'Ä ST?? ?S1

?J~ 
_T  A p B '  Bay T

p^   * 3,  then 
1 p 

corrective mainSnaS^occ^ra^^h1«,^1?'  ls" reasonable since 
maintenance. °Ccurs much ^ore frequently than preventive 

The mean downtime  (MOT) parameter «, v 
follows:    In T total hours    T/T   n^f    f?n be est^ated as 
actions and T/0 corrective    "i? """"^ -Penance  (PM) 
pected to take pl°ace? ItorSSS^A™) acti<™ e«n be ex- 
Is preventive is then liability that a maintenance action 

PDPM-*^W JL 

i p 

and,  similarly, 

»•"i-r^- 
Then 

MDT = 
^% ^Pt 4 T+V »et 

Then,  for point availability, 

A - ■    e 

?(i. r V) + (rb^yt \t * y*ct) 

Of particular interest for maintainability demonstration is 
a choice of values for T , W.,  and fif' +  given a requirement on A. 
If the time interval between preventive maintenance actions (T) 
is increased, it might be reasonable to lengthen 5T, since the 

tasks may be more extensive as a result of the longer operating 
time. Also, 9 may be adversely affected if T is made too long. 

On the other hand, too small a value for T_ increases the number 

67 



BRMMi; ÄS 
- T=B=y--^=s 

«rf 

of downtimes due to preventive maintenance; and while 0 may be 
increased, somewhat and M . decreased, there is a minimum T value 
below which it would be unwise to specify. 

A general trade-off relationship is difficult to develop 
because the interrelationships that exist may be varied and 
complex. Instead, a simple numerical example is provided here. 

Assume thaG there is an availability requirement of O.96. 
Frorr past experience, feasibility analyses, and operational re- 
quirements, the following are reasonable ranges for the para- 
meters listed: 

9  = 50 - 150 hours 

T = 25— 75 hours 
V" =1-3 hours 
M jL = 1-4 hour3 

If the worst extreme is considered, i.e., 6   ■-  50, T - 25, 

*pt = 3' *ct = 4' then 

A = 0.6l 

1 - e 
1 - e'1/2 

1/2 + i- (3+2)   0.6l + 0.067 
0.91 , 

indicating that the goal cannot be met without careful attention 
to requirements. On the other hand, under the best-case condi- 
tions of 0- 150, Tp = 75, Mpt = Kot = 1, 

A m 
. .-1/2 0.61 

1 - e"1/2 + 1.5/225      0.61 + 0.007 
= 0.99, 

indicating that the goal is feasible with an appropriate set of 
requirements. 

Assume now that a more detailed analysis between T , 0, and 
!L|. yields the following alternatives: p 

Alternative   T Max 6 Min ML «a 
25 150 

P& 

I 1.0 
II 50 100 1.5 
III 75 75 2.0 
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Th' he values of M t that provide an availability of 0.95 are 
determined from the following equation: 

T +0 

et   r 
1 '■ e"r . n-r , m 5jt_ + e ve 

wnere 

r = T_/0. 

The results are as follows: 

Alternative 

I 

II 

III 

3* 
0.72 

1.92 

1.36 

Because of the initial restriction on M , of 1 i  H. s 4, 

Alternative 1 cannot be chosen. Therefore, the choice is between 
Hand III, and this decision would depend on tne costs associated 
with the specific values of T , 9,  M" . , and H .. 

This particular example involves the selection of a pre- 
ventive-maintenance schedule as well as mean corrective-mainte- 
nance and preventive-maintenance times. Much more sophisticated 
models for preventive-maintenance scheduling have been developed, 
and in practice the procedure might be to use one of these models 
to select T and 9  and then choose values for M +. and M . to meet p ct    pt 
the availability goal. 

5.3.2.2 Point Availability Excluding Preventive Maintenance 

The following availability e;qpression for point availability 
excluding preventive maintenance can be use^ to determine relia- 
bility and maintainability requirements: 

A     MTBF A = MW + MRU 
If an MTBF goal has already been established or is quite 

restricted by the state of the art, the simple relationship 

MTTR = MTBF (j-l) 

yields the required MTTR value. For «he more common case, in 
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which there are ranges of possible values for both JVETR and MTHP, 
the curves shown In Figure 4 provide a basis for trade-off.    In 
the figure use the left-hand vertical scale with the bottom hori- 
zontal scale or the right-hand vertical scale with the top hori- 
zontal scalf . 

5.3.2.3    Interval Availability 

Prom the interval-avallability expression 

 M(T-t-t)  
A^'  " 1   - R(T)S(t)   + R(T)M(t)   + M(T+t) 

the maintainability parameters of interest, are M(t), M(T+t), and 
S(t). M(T+t) should equal 1 since this represents the probability 
that maintenance Is completed within the usual allowable time (t) 
plus the mission time T. Then 

A(t) 
1 

2 - R(T)S(t) + R(T)M(t) 

Since a maximum of t hours is available for servicing and 
corrective maintenance, servicing should be completed In much 
less time than t hours to permit corrective maintenance to take 
place. In this case, a time t < t can be choosen such that re- 

quirements are to be placed on S(t ) and M(t ), where t plus t s       c        s      c 
Is less than or equal to t,. S(t_) equals the probability that 

servicing is completed within t hours, and M (t ) equals the 

probability that corrective maintenance is completed within time 
t . Then l-i't) can be replaced by S(t ) x M (t ) (assuming the 

independence of the two associated events). The use of this 
product is conservative since it is assumed that only t hours 

are available for corrective maintenance even if servicing Is 
completed earlier than t hours. The availability model is then 

A(t) = 2 - R(T)S(ts) - R-(T)l(t3)Mc(tc) 

Trade-off curves relating R, S, and M to A are shown in 
Figure 5. Again, cost and operational factors will determine 
which of the appropriate combinations of R, S(t_), and M„(t„) to 

specify for a given availability requirement. In this example 
the S{t)  and M„(t ) requirements are often called R-., -type re- 

qulreraents, which are actually percentile values of the cumulative 
distribution function» 
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5.3.2.4 Applicability of Approaches 

The three above-de&cribed approaches for obtaining maintain- 
ability requirements from ah overall availability requirement are 
only indicative of the type of approach that can be used. Several 
simplifying assumption« were made in establishing the relation- 
ships, some possibly important factors were not Included, and 
cost was given only qualitative consideration. Therefore, the 
equations «aid curves, presented for obtaining specified values 
must be adjusted to account for factors that have not been con- 
sidered adequately in this general model. 

5.3.3 Realism of Specified Values 

Approaches similar to those presented In Subsection 5.3.2 
lead to a specified maintainability value. The next criterion is 
one of realism. -It is necessary first to establish what is meant 
by a realistic value. Expressions such as "within the state of 
the art" are commonly encountered, and while they do not provide 
a quantitative assessment, they do convey the general belief that 
that value can be achieved by current technological capability. 

Since malntainabiiity-demonstration-test requirements must 
be established very early in the development program (often before 
contract award) the most logical approach to assessing realism, 
and sometimes even establishing the requirement if allocation from 
higher levels is not required, is to evaluate the maintainability 
performance of existing systems slmiliar to that under develop- 
ment. If the basic maintainability design is known at the time 
the requirement is to be established, an applicable prediction 
technique can be exercised. 

Whether historical data or prediction, or both, is used for 
assessing realism, careful Judgment is required. If an alloca- 
tion leads to an MQ^ value of 20 minutes but a 30-minute value was 

observed for the most similar existing system, can It be con- 
cluded that 20 minutßs is unrealistic? The following questions 
must be considered: 

(1) Hew similar are the items? 

(2) How similar will the maintenance environment be? 

(3) Since the observed 30-minute value Is necessarily based 
on a sample, what is the lower confidence limit asso- 
ciated with such a mean-value estimate? 

(4) How much maintainability improvement can reasonably be 
asked for? 

(5) Is there any margin for increasing the 20-*minute speci- 
fied value? 

74 



/ I 
■ - 

-v i»» I»I>.um )■■" y »" ■«-—■"*"* —    •"■ " — 

"j - 

■ '  * ' 

— 

■ ■ ■ ■ 

 r 11 I . - 

Again, the answers to these questions and the conclusions 
to be drawn depend on Individual circumstances. To check for 
realism, the prediction technique developed in this study, those 
of MIL-STD-472, and others presented in the literature can be 
used as applicable. 

Observed maintainability values of existing equipments 
obtained from several sources are presented in Tables XII through 
XV to provide historical data that can bs used as a guide In 
assessing the realism of a specified value» The sources are 
identified in the tables according to the following numbered 
references: 

1. RADC-TDR-63-85, Vol. 1, Maintainability Technique Study, 
Final Technical Report (Phase V), 5 February 1963. Pre- 
pared by RCA. 

2. RADC-TN61-141, Maintainability Measurement and Prediction 
Methods for Air Force Ground Electronic Equipment (Phase 
III Progress Report), 15 June 1961. Prepared by RCA« 

3. ARINC Research Corporation Publication 118-4-228, Main- 
tainability of Shipboard Electronic Systems, 31 Mar-h 
1961. 

4. RADC-TR-68-398, Maintainability Prediction by Function, 
Final Report, August 1968. Prepared by Federal Electric 
Corporation. (The data from this source were accumulat- 
ed at least in part from the AFM66-1 reporting system. 
Since this reporting system includes short-duration ad- 
ministrative delays in reporting man-hours, the data in 
Tables XII and XIII are also contaminated to some degree 
if they have been derived totally or in part from this 
source.) 

5. Calculated from data accumulated by Federal Electric Cor- 
poration under Contract F30602-67-C-0194. 

6. From data collected by ARXHC Research Corporation under 
RADC Contract No. F3O602-68-C-0O47, Maintainability 
Prediction and Demonstration Techniques. 

Table XII presents observed maintainability values for 
several classes of ground equipments. These data can be used to 
estimate the maintainability performance of a ground equipment if 
no details beyond the m&Jo? functional classification are known. 

Table XIII is an accumulation of maintainability data on a 
number of Individual ground equipments arranged by common func- 
tional groupings. If the equipment under consideration can be 
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considered to be similar to one of the/listed equipments, the 
maintainability values given in the table may be used in the 
absence of more precise estimating methods. 

The values given in the table represent total active cor- 
rective maintenance, which generally includes preparation, fault- 
location, fault-correction, item-obtainment, checkout, and clean- 
up time, but excludes downtime due to administrative and logistic 
delays. In most cases, the results Include maintenance actions 
for which no trouble was found. The occurrence of such eventb in 
a demonstration test must be considered in evaluating these data. 

Tables XIV and XV are similar to Table XIII except that they 
represent data on airborne equipments monitored in this study. 
The observed maintainability values in Table XIV" include mainte- 
nance events for which no trouble was found. Table XV does not 
Include the "no trouble found" events and may therefore be more 
applicable for evaluating maintainability-demonstration Index 
values. 

TABLE XII 

MAINTAIKABILITr DATA FOR VARIOUS GROUND EQUIPMENT CLASSES 

Equipment Class *02 
0* 

MCT "0.95 
Average MMR 
per Action 

Data 
Source 

Transceiver 0.88 0.36 3.2 1.1 4 and 5 

Receiver 1.83 0.90 5.4 2.3 4 and 5 

Transmitter 1.91 C.80 6.3 2.4 4 and 5 

Display/Indicator 1.51 0.79 4.4 1.9 4 and 5 

Data Processing 2.23 1.00 8.4 2.8 4 and 5 

Frequency Power Supply 1.11 0.51 4.6 1.4 4 and 5 

Identification 
Recognition 1.67 0.80 5.0 2.1 4 and 5 

Multiplex 1.35 0.37 4.7 1.7 4 and 5 

Exciter 1.75 0.90 5.4 2.2 4 and 5 

Data Processor 1.19 0.33 3.7 1.5 4 and 5 
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TABLE XIII 

MAINTAINABILITY DATA FOR VARIOUS 
GROUND EQUIPMENTS 
 1  

Equipment 

Radio Transceivers 

AN/MPK-14 (ARO-27) 

AN/MPN-14 (ORA-54) 

AN/GRC-131 
AN/GRC-I32 

AN/GRC-113 

AN/GRT-3 and GRR-7 
AN/GKA-5 

Receivers 
AN/PPS-16 
AN/PPS-27 
ARSR-1B 
AN/FPS-30 

ÄN/GSQ- 7^B 

AN/PPN-47 
AN/MPN-14 
AN/FRC-102 
AN/PRC-96 
MW-503A 
74A2 

AN/GRC-66 
AN/GRC-I26 

AN/TRN-I7 
AN/SRR.-I3A 
AN/ÜRR-35Ä 
AN/3LR-2 

HCT 
(Hours) 

1.05 
1.6k: 

0.61 

MOT 
(Hours) 

V95 
(Hours) 

2.34 

5.31 
2.50 

0.B0 

0.43 

2.8 

1.7 

MMH 
OH- 

XlO3 

1.20 
0.92 
1.60 

Average 
KMH per 
Action 

.*. 

7.0 

6.3 

1.66 

0.43 
If .41 

1.0 
2.0 
0.2 

0.2 
0.3 

2.13 

4.4 

1.25 

1.9 
i.2 

0.5 
2.8 
1.0 

i.9 

1.2 
2.1 
3.0 
0.9 

3.0 
3.6 
6.4 
4.12 

Source 

4 

4 
4 
4 
4 
1 

2 

4 

6 

4 

4 

4 

4 

4 

4 

4 

4 

4 

% 

3 

.12       3 
fiajl»:,..'^»»«.!. 

(continued) 
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IABL2 XIII (continued) 

Equipment H0T 
(Hours) 

"or 
(Hours) 

M0.95 
(Hours) 

MMH 
"735- 
XLO^ 

Average 
MMH per 
Action 

Source 

Transmitters 

AIJ/TPQ"18 15.1 4 
AN/frPS-16 2.8 4 

AN/PPS-27 1.29 0.81 4.2 2.9 6 
ARSR-1B 0.8 4 
AN/SPS-30 5.1 4 
AN/GSQ-74B 1.1 4 

AN/FPN-47 2.4 4 
AK/MPN-14(T273B) 1.5 4 
AN/MPN-l4(ARC3) 1.3 4 

AN/MPN-l4(T867) 1.4 4 
AN/fcRC-102 3.0 4 

AN/5HC-96 
: ■ 

4.0 4 
74A2 

4! 3.1 4 
AN/GRC-66 2.2 4 

AN/QRC-113 0.4 4 

AM/FRT-37 1.9 4 

AN/GRN-9C 4.5 4 

AN/PRN-17 2.9 4 

AN/MRH-13 1.8 4 

AN/ÜRN-5 2.1 4 

AN/SHT-15 3.25 1.75 8.0 30.6 8.5 3 

Display Indicators 

7.7 k ANA'iPQ-l8 
AH/FPS-16 1.9 4 
AS^PS-30 2.3 4 
M/GSß~74B 1 3 4 

A J/i'p]S-47 - 2.1 4 

,• Ji/tonr-i4 1 1  1.5 * 

R 
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TABLE XIII (continued) 

Equipment fiCT 
(Hours) 

SCT 
(Hours) 

I»0.95 , 
(Hours] 

MMK 
~5TL 
XLO

5 

Average 
MMH per 
Action 

Source 

Display Indicators 
1 ' • 

1.4 4 AN/MPN14(MP49) 
AN/MPN14(MPA31) 1.3 * 
74A2 1.3 4 
AN/GSW-5 0.4 4 
AN/GSA-51 0.90 0.53 3.2 1.9 6 
AN/üPA-35 4.6 4 
AN/PSA-14 1.9 1 
AN/^SA-26 1.9 4 
AN/SPA-4 2.50 l.Oo 12.0 8.57 5.21 3 
AN/SPA-4A 4.90 0.78 16.67 11.89 3 
AN/3PA-8A 1.96 O.65 8.0 6.17 3.34 3 
AN/SPA-8C 4.20 1.47 7.86 5.18 3 
VL-1 1.20 0.43 0.83 2.33 3 
JSCCM(PPS-27) 1.16 0.94 3.1 

* 
1.57 6 

Data Processing 

5.1 4 AN/TPQ-18 
AN/FPS-16 ■ , 2.5 4 
AN/PPN-47 1.6 4 
AN/PST-2 0.93 1.27 2 
AN/GSW-5 0.6 4 
AN/GSM-10 0.4 4 
AN/GSA-51 0.70 0.33 2.3 1.50 6 
Computer (no mili- 
tary nomenclature) 1.8 4 
Computer (r.o mili- 
tary nomenclature) 2.3 4 
Re corder/Reproducei 
(GSA-51) 2.03 1.27 4.1 

■mil 11111    11         ■ 
3.79 6 
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TABIE XIII (continued) 

Equipment fi0T 
(Hours) (Hours) 

M0.95 
(Hours) 

MMH 
OHa 

Average 
MMH per 
Action 

Source 

Data Processing 
Punch Card System 
(GSA-51) • 73 .605 2.0 1.35 6 

Radar 
AN/FPS-6 1.57 1.25 3-5 1 
AN/PPS-20 1.11 I.58 2 

AN/SPS-8A 3.50 1.26 10.5 28.28 5.51 3 
AN/SPS-2C 2.80 1,03 8.04 3.82 3 
AN/EPS-12 2.50 1.50 7.3 22.58 4.17 ■9 

AN/SPN-8 1.90 1.43 7.2 15.21 2.54 3 
AN/SPN-12 2.90 2.00 I8.9I 4.88 3 

Navigation 

AN/OfiN-3 9.60 3.20 55.29 21.85 3 
AN/üRl>-4 7.20 0.50 20.26 14.98 3 
AN/SPN-TA 2.20 1.80 7.62 2.90 3 

Prequen cy/Power 

AN/STS-3G 1.3 4 

AN/MPN-14 1.3 4 

74A2 2.0 4 ' 

AN/TRN-17 0.9 4 

Identification/ 
Recognition 

AN/UPX-6 2.3 4 

Ef-274 2.1 4 

80 

—mW»' 1   ■■■'    »i 1 n»i —mj'j »i    1   1      .—».—— 1    ,     11 .,.,- M   .,      ■———1    —' ' 



vassL-.rs^r. mmm . i mmmmJBSi+*9* ÄHSS9Ü-Ü11. . 

- 

■ 

! i##w+v*r#r**B1  I 

TABLE XIII (concluded) 

Equipment ffCT 
(Hours) 

0*0 

MCT 
(Hours) 

«0.95 , 
(Hours) 

MMH 
"15IL 
*LCH 

Average 
MMH per 
Action 

Source 

Identification/ 
hecognition 

KY-243 1.3 4 
AN/GPX-8A 1.7 4 
AN/MPNl4(MPA24) 1.5 4 
AN/UPX-1A 2.SO 1.30 18.0 8.10 4.50 3 

Multiplex 
AN/FCC-22 1.9 4 

AN/PCC-32 1.9 4 
TCS-600 0.9 4 
AN/PGC-5 2.7 4      J 
AN/PGC-29 1.8 4 
AN/FGC-61 1.7 4 

Exciter 
AN/FRC-102 2.2 4 
AN/PRC-96 3.2 4 
AN/GRC-66 1.4 4 
AN/GRC-II3 0.3 4 
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TABLE XIV 

MAINTAINABILITY DATA FOR AVIONIC EQUIPMENT 
(NO-TROUBLE-FOUND ACTIONS INCLUDED) 

Equipment 
(Hours) 

MCT 
(Hours) 

M0.95 
Average 
MMH per 
Action 

Source 

Navigation/Radio 
Receiver 

APN-151 0.99 0.92 1.80 1.46 6 

I  ADF-73 0.26 0.19 0.74 0.26 6 . 

Electromechani- 
cal Navigation 
Computer 

ASN-35 C.5Ö 0.?2 1.24 0.81 6 

A3N-24 0.70 0.49 2.29 0.96 b 

Radio Communi- 
cation 

ARC-109 1.17 1.00 2.94 2.73 6 

ARC-90 0.51 0.35 1.79 0.82 6   | 

High-Power 
Radar 
APQ-110 1.03 0.70 ■ 2.88 1.81 6 

!  AJQ-20 1.77 1.47 4.02 3.11 6 

i  APQ-113 1.20' 0.92 4.04 3.04 6 

APS-109 1.75 1.32 5.79 4.60 6 

APN-59 0.9^ 0.59 3.29 'l.54 6 

Low-Power Navi- 
gational and 
IFF Transmit- 
ters and Re- 

? 

ceivers - 

APN-16? 0.64 0.52 1.82 1.31 6 
APN-147 0.81 0.54 2.72 1.45 6 
ARN-21 0.71 0.50 . 2.05 1.15 6 
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MAINTAINABILITY 
(NO»TROUBLE- 

TABLE XV ' 

TATA FOR AVIONIC EQUIPMENT 
FOUND ACTIONS EXCLUDED) 

Navigation/Radio 
Receiver"* 
APN-151 

ADP-73 

Electromechanl- 
opj Navigation 
Computer"" 

ASN-35 
ASN-24 

Radio fommunl- 
catlori 

ARC-109 

Hlgh-Povver 
Radar 
APQ-110 
AJQ-20 
APQ-113 

APN-59 

Low-Power Navi- 
gational and 
IF? Tr-nsmlt 
Wfs and Re- 
ceivers 
ARN-21 

"CT 
(Hours) 

'VL l0.95 
Average 
MMH per 
Action 

roe 
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5.3.^ Applicability of Requirements to the Demonstration 
Environment 

In/the discussion of the results of the maintainability- 
demonstration survey in Section II, it was noted that the most 
frequently cited difficulty was the difference between test en- 
vironment and field environment. In an RADC study , a compari- 
son of demonstration-test results with field operational results 
for seven systems revealed wide discrepancies. The operational 
field MTTR was always greater. Although the field data may have 
been contaminated with some undesirable factors such as admini- 
strative-time dealys, the observed differences are still tiUite 
illuminating. 

It is apparent that the closer the test environment to the 
esqpected field environment, the more meaningful the demonstration 
test, and that every effort should be made to achieve such simi- 
larity. Specific reasons for biases due to test environment 
are outlined in this section. 

Unless a Category III type test is to be performed, demon- 
stration environments will differ in some respects from the field 
environment. Because such differences do exist, a maintainability- 
demonstration requirement based on operational goals should not 
be applied unless its applicability to the demonstration condi- 
tions is first considered. 

As a general principle, the specified value based on opera- 
tional goals ?nd conditions must be suitably adjusted to reflect 
the maintenance environment governing the demonstration. Often, 
this la a difficult principle to adhere to. With an a*rionic 
equipment, for example, a certain amount of time will be spent in 
the fieJd Just reaching the equipment in the aircraft, and the 
time to locate the malfunction and complete repairs and checkout 
is a function of this accessibility factor. If the demonstration 
test in  not* to take place in the aircraft (and this is often the 
case) there is the quertion of whether the specified value should 
be adjusted and how much. 

It might be possible to construct a mockup to simulate the 
actual conditions, thus eliminating the need for adjustment. 
Generally, this type of simulation will not be possible, and 
field and test conditions must be carefully analyzed and their 
effects quantitatively assessed. Table XVI lists various factors 
to be considered in evaluating the applicability of a specified 
maintainability index. Table XVTI lists some specific causes of 
discrepancies that are classified as yielding either passimistic 
or optimistic results. 

JA. Coppola and J. Deve&u, "Reliability and Maintainability Case 
Histories\_Anrwaa of Reliability asd Maintainability, Vol. 6, 
1967, PP. 5&f=5Bb. 
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TAHLE XVI 

FACTORS AFPECTINÖ THE SUITABILITY 07 A SPECIFIED HÄISTAIIiÄBnilTY 
IN2EX FOR iftimmausrr XBMOKSTRATION 

Physical Equipment 

Stage of completion 

Similarity to production Items 

Physical location 

Interfacing equipment 

Test Location and Pacllllty 

Lighting factors 

Weather factors 

Space factors 

Test Team 

Organization 

Training and experience 

Indoctrination 

Support Items 

Tools 

General and special test equipment 

Spares availability 

Technical manuals 

Operational Factors 

Node of equipment operation 

Procedures for instituting maintenance 

Procedures for fault selection 

t 

. 

I 
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I TABLE XVII 

CAUSES OF DISCREPANCIES BETWEEN TEST AND FIELD RESULTS 

A. Causes of Optimistic Test Results 

1. The demonstration maintenance technicians are not rep- 
resentative of typical Air Force personnel because they 
have more education and training cr greater knowledge of 
the equipment design, 

2. The monitoring situation Imparts to the technician an 
urgency not normally encountered In the field. 

3. Known probable tasks are rehearsed beforehand. 

4. Necessary support equipment Is readily available. 

5. Observed times are not contaminated with such factors 
as administrative or logistic delay, as field results 
sometimes are. 

6. Difficult-tc isolate faults such as internalttencies and 
degradation failures are not simulated. 

B. Causes of Pessimistic Test Results 

X. The technicians are not familiar with the equipment 
and have not acquired the necessary experience for 
rapid fault isolation. 

2. Field and procedural modifications to reduce maintenance 
time have not yet been made. 

3. Initial manuals may be incomplete or require revision. 
* 

k.    The monitoring situation can adversely affect the tech- 
nician's parformance. 

■ 
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5.4    RISK ASSIOKHBBT 

5.4.1   General 

There are generally   two riefe» Involved In a dsawnstra- 
tion test: ■■   ,   _; "V:A: 

■'—;-■   ■ 

(1) Producer'? zi*k, a — the probability of rejection if 
the maintainability characteristic ia at the deals®« 
level 

(2) Consigner's risk, ß — the probability of aaee$$m» if 
the maintainability characteristic ia at the 
acceptable (or undesirable) level 

Ideally, a and ß would be equal to seroj granting thai thia 
is impossible, very small values of a end 0 — OR the ©saw* of 
0.001 — are desirable.    Such small values are also lapras&lssl 
since, as discussed in Section JH, the »eleotion of a «aft ß 
associated with the HQ and B^ values for «alBt&ina&mfcp 4Aet«6e» 
the sample slse.   For a and ß an the order of G.09X* 04«pl# oia*s 
far exceeding available test resource« will usually be regpirmä. 

For example, consider a test of the mean of a logoormal tern» 
tribution such as the following: 

H s o U 

U 

no 

^ - 45 

30 minutes 

, 

As shown in Section VII (Seat Hraaher 1), the necessary aaeifle 
size for tnis teat is given by the equation 

- 

n - —Ä-2 fi-i.» (e* .!) 
(^ " y.c)2 

where Z    end Z. are the normal deviates corresponding to tfr» 
(1 - u)*A and (1 - ß)** peroentile of a norswä (0, i) diatj.'ibutitm 
end o2 Si tne variance of tine logarithm of maintenance tJm.    If 
a= ß and cr » 1 are a&sumed, then 

\2 
n 

Z2    (30 4- 45)' 

(45 - 30)2" 
(e-D - *3zg 



Figure 6 shows the relationship between n and the risk 
values. In the figure* it can fee seen that if a = ß = 0.10, 70 
observations (a reasonable number) are required. If a and ß are 
redacted to 0.01, about 230 observations are necessary, and for 
a • | » 0.001, a sample else of more than 400 is called for. 

Most-  development budgets and schedules will not allow for a 
test requiring 400 sample observations even if the observations 
are to be simulated. In fact, even a sample size of 70 may tax 
avai3*blc resource, and for this illustrative case, risks on the 
order of 0.15 or 0.20 may be necessary. 

It is not necessary, of course, for a to equal ß. If, for 
example, the need for the equipment is great and a h$-minute mean 
time to repair can be tolerated (perhaps with later improvement 
by modification and appropriate training, manning, ana support 
planning}, the 0 risk may be set at a higher level, say 0.25. 
This nsans that there is a relatively lot* risk of rejecting good 
equipment and a higher risk of accepting a minimum acceptable 
equipment. 

5.4.2 Use of Prior Information in Risk Trade-off 

The choice of a and ß is also one involving trade-offs. 
From a decision-theory viewpoint, the trade-off can be normalized 
to a cost criterion based on the following: 

I Cost of testing (sample size) Cost of rejecting good equipment 
Cost of accepting poor equipment 

ühile (1) can generally be coated In terms of manpower, 
facilities/ and time, (2) and (3) are more difficult to assess 
quantitatively. Assuming that prior information is available 
for estimating at least relative values associated with the three 
costs, two simplified approaches employing decision-theory con- 
cepts for selecting u and ß are discussed below, For convenience, 
the maintainability characteristic of interest will be denoted by 
U,  and specified Hn and H, values by MU and H,, respectively. 
Also let r +> 1 

- , 

C0 * Cost of rejection if N « WQ 

CL - Cost of acceptance if H » It 

5.4.2.1   fltaftsa* Criterion 

,        U» wtirtMr criterion is used when It is deeirable to 
avoid extremely high costs.   In order- to use this criterion, 

■ 

■■ 
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for a given coraolnation of a and ß, say (cu, ß,), compute the 
following:4 x      j 

(1)    L. U (M0)-Co0l    + 0^) 

(2)    l^) - 0£ ♦ C^) 
(3) "1J Max [hi >,  L "U vMj) 

*iere 
0^.(1^) - Test costs associated with (a.,ß ) 

if M-Mjj (k = 0orl) 

%jC\) - Total cost if M - B^ (k = 0, l) and a - a±,  ß = ß. 

L^.    m Maximum cost if a = a., ß = ß 

Generally 0^,(1^) »111 be a function of the sample-size re- 

quirements dictated by the atA, ß    pair and will not depend on M 
«ycept for sequential tests, forJwhish the average value of n 
giv*n M ■ Mjj. can be used. 

The a, ß risk pair to select is that which has the minimum 
value of 7 ir ^ this criterion the selected risks are such that 

the maximum possible costs are minimized. 

Example: Cc 
Vor simplicity, i 

Consider the illustrative test discussed above. 
assume that the values of a and ß to be considered 

T9 restricted to 0.05, 0.10, 0.20. Some possible risk pairs and. 
associated sample sizes, from the previous equation, are as 
follows: 

\ 

Pair (i,j) a ß 

0.05 

niJ 
11 0.05 116 
12 0.05 0.10 87 
13 0.05 0.20 58 
21 0.10 0.C5 96 
22 0.10 0.10 70 

23 0.10 0.20 >*4 
31 0.20 0.05 75 
32 0.20 0.10 52 
33 0.20 0.20 30 

Is/These equations are based on the assumption that no costs are 
associated with an accept decision if M=MQ, or reject decision 
li K » IL.. except for the test costs. 

Ip-y*. :•■/,:.-. 
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Cost considerations lead to the following relationships: 
$50,000 

>,000 

«I, - «MOO ♦ »lj 
_ 

Tahi« m??Suli! of £* n?c«»«u:,y computations are shown in 
Table XVIII. for e*ch pair, the maximta value of Li» Sder- 

IifSk S?^?1^? ?! ?*** »**»* value* is assart© be 
•U,900, which is yields by the pair a . 0.10, |T^o!lor 

COMPÜTÄTIÖHS FOR OSTAIKIKß JDOCDttX 
RISES VOR ILLUSTRATIVS BXAMFL2 

, 

Index 

1 
1 
1 
2 
2 
2 
3 
3 
3 

1 
2 
3 
1 
2 
3 
1 
2 
3 

Risks 

0.05 
0.05 
0.05 
0.10 
0.10 
0.10 
0.20 
0.20 
0.20 

♦Minimum of maximum values. 

0.05 
0.10 
0.20 
0.05 
0.10 
0.20 
0.05 
0.10 
0.10 

5.4.2.2 Bayes Strategy 

For the Bayes approach, prior information or 
evaluation Is required to estimate the followingz subjective 

*l  • 

P0 - probability If . J^ 

0 - probability M = Mx 
1 -P 

Then for each pair (i,j) the expected cost ie computed.- 

*ij m P0 fC0°i + Cij(-\>)J  + Wj + CijO^M 

The pair for which g^ is a minimum is selected. 
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In this procedure, the risks are selected to minimize the 
expected costs. 

Example? Assume that it can be reasonably estimated from 
past performance data, in conjunction with evaluation of the 
maintainability program efforts, that P0 = O.70, p.- ■ 0.30. The 
values associated with this prior distribution are as follows. 

Index Risks Expected 
costs, 
EiJ i i a ß 

1 
1 
1 
2 
2 
2 
3 
3 
3 

1 
2 
3 
1 
2 
3 
1 
2 
3 

O.05 
O.05 
0.05 
0.10 
0.10 
0.10 
0.20 
0.20 
0.20 

0.05 
0.10 
0.20 
0.05 
0.10 
0.20 
0.05 
0.10 
0.20 

$17,^06 
12,519 
9,514* 
15,316 
11,600 
9,836 

15,22S 
12,904 
12,300 

•Minimum Value. 

p 
Prom the above listing, it is seen that the risk u - O.05, 
0.20 minimizes expected cost. If the prior probabilities 

were PQ - P, - 0.50, the pair o ■ 0.10 ß -  0.20 would be optimal. 
With the prior estimates of PQ and P,, the expected cost without 
testing can also be evaluated. If no testing is performed and 
the equipment is to be accepted upon delivery, the expected cost 
is simply 

(P-LMC^ = (0.30)(4O,0O0) = $12,000. 

For this example, the decision not to test is unwise. How- 
ever, where testing is quite costly and past performance indicates 
a high probability of a satisfactory product, this' type of evalu- 
ation might indicate that, from the viewpoint of economy, little 
or no testing is the preferred choice- 

st.2.3 Sutaaary of Decision-Theory Approach 

The two decision-theory approaches described above might be 
criticized on the basis that only the HQ and H, values for M are 
considered. More extensive procedures can be used, but they re- 
quire prior information and cost relationships thhc are not gen- 
erally available. 

In defense of the procedure, it can be said that to.; con- 
ventional sampling procedures, in which a and ß are more or less 
arbitrarily chosen, two levels of maintainability are also con- 
sidered. Moreover, the !^Q and M-^ values and their associated 
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risks do determine the complete O.C. curve. Choosing a and ß  from 
a decision-theory viewpoint does provide son» cost control for the 
test procedure and thus has economic advantage over non decision- theory approaches. 

'■ 
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SECTION VI 

SELECTION OP MAINTENANCE-TASK SAMPLE 

6.1    GENERAL 

There are two basic approaches for selecting a sample of 
maintenance tasks for the demonstration: 

(1) Observe maintenance tasks as they occur naturally in 
an operational or simulated operational situation 

(2) Induce faults in the system and observe --.he mainten- 
ance actions to corr )ct these faults 

The terms "natural fa.'lures" and "fault inducement" will 
be used to distinguish these two approaches. 

For the fault-inducement approach, a decision must be made 
on the type of sampling procedure to be used. The usual choice 
is between stratified sampling and simple ran^jm sampling. 

In thi3 section guidelines are offered for evaluating the 
applicability of the two basic approaches, obtaining maintenance- 
task samples, and choosing the appropriate sampling design and 
procedure. 

6,2 NATURAL VERSUS INDUCED FAILURES 

In most cases, the choice cf natural or induced failures 
must be made early in the development program since the natural- 
failure approach can be used ouly if the program schedule al3ows 
enough time to obtain the required number of maintenance tasks. 
This allowable time is, of course, related to reliability. 

If 0 is the MTBF of an equipment, the average number of 
operating hours that will be required to yield n failure cccvr- 
rences id nö . For equipments with MTBFs of hundreds of hours 
and required sample sizes of 30 to 70, the number of required 
equipment operating hours can easily exceed 10,000 (e.g., 50 
samples from an equipment with an MTBF of 200 hours). If three 
such equipments are available for test and the equipments are 
operated 16 hours a da>, an average of more than 200 days would 
be required to complete the demonstration. 

Because of time requirements of this magnitude, most main- 
tainability üemonstrations are based on the fault-inducement 
approach, by which the demonstration can be completed in a few 
d^ys. 
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With respect to realism and applicability, the natural- 
failure approach la clearly the preferred choice. The major 
disadvantage of inducing faults is that there is no guarantee 
that these faults are representative of those which will be 
seen in operation. In addition, the fault-inducement plan pro- 
vides information for rehearsal, which will naturally bias the 
test in a direction that ia favorable to the contractor. Un- 
fortunately, there have been indications that such rehearsals 
have taken place in demonstration tests. 

Because of the problems, associated with fault inducement, 
the following general recommendations are made: 

• If the schedule can allow for natural failures, then this 
type of sampling procedure is preferred. Category III 
type tests will logically fall within this class. 

• If the complete demonstration cannot be «ompieted with 
only naturally occurring failures, a combination of the 
two approaches should be used. One possibility is to 
take advantage of the reliability-demonstration test and 
Include In the sample the maintenance times needed to 
correct faults that occurred in the reliability demon- 
stration. Close coordination between the two test 
groups will be required. 

• If a natural-failure test cannot be conducted, any natural 
failures that do occur during the induced-failure test 
should be included in the sample. 

6.3 MULT-INDUCEMENT PROCEDURES , 

The first criterion for judging the suitability of a fault- 
induoement procedure 5« whether it leads to a series of main- 
tenance tasks that are representative at the level of mainten- 
ance specified. Thus th« maintenance tasks generated by fault 
inducement should be representative with respect to the follow- 
ing: 

• Engir.«4ring and maintenance factors such as symptom in- 
dications and r«<i'dlr*d repair procedures 

* Frequency of oeourrw^' 

The latter will be considered in Subsection 6.4, which 
describes the sampling procedure. 

Frequently u#ed methods for inducing a fault are to tape a . 
connector pin or disconnect a lead to simulate an open, ground- 
ing « wire or pin to simulate a short, inserting a known faulty 

^ 
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part or blown fuse, and removing a circuit sard or «ire. 

The method used should not, of course» provide the t£$hni~ 
clan with information that he would not nonaslly reeeiv« wader 
actual maintenance conditions, taping ft pin,, therefor«, would 
not be an acceptable saethed if the level jf malrttenftnce was 
such that the technician could easily spot this type of ■ira- 
lated fault. If, however, maintenance were at the module level 
and the pine were Internal, euch a method would he acceptable. 

Mor@ than avoiding obvious simulations le required for 
adequate fault inducement. A review of p&st maintainability 
demonstration» Indicates that the fault-i?iduceaent-methods in- 
volve a great number of disconnects, card removals, wire ground- 
ings, and the like to simulate either shorts or opens with lit- 
tle or no regard to other type failures. 

These methods are relatively easy to accomplish; they «sen 
be controlled so that the equipment is not damaged and the in- 
duced fault can be easily corrected upon completion of the msln- 
tenance observation. However, they say not lead to a represen- 
tative set of maintenance tasks; Failures resulting fro«s 
oufc-of-tolerance or degradation conditions or intermittencies 
and those of a secondary nature leading to a multiple failure 
occurrence usually cannot be simulated by these simple methods. 

There are several pose-Die approaches for inducing non- 
catastrophic failures: 

> Replacement of a good part, circuit, or assembly with 
an identical item vlth an appropriate type failure 

• Insertion of extra nondetectabl* parts such as a by- 
pass resistor to simulate an out-of-tolerance condition 

• Deliberate misalignment 

• Use of cold-solder joints to induce intermittencies 

Consideration should be given to including failures that 
canno* be attributed to piece-part inherent reliability such as 
nickfed insulation, broken wires, and items abused by operation 
or through maintenance (e.g., bent pins). Secondary failures, 
which are a result of a primary failure, must be considered if 
their f^?equ«ncy of occurrence is not negligible. 

The strongest argument for avoiding noncatastrophic fail- 
ures is that they are difficult to Induce by simulation, and 
this cannot be denied. However, the cost of such failure in- 
ducement should be small relative to the total cost of the dem- 
onstration. More important, the additional investment for in- 
cluding more than just open- and short-type failures provides 
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a more representative set of tasks and, therefore, eliminates 
a possibly serious biasing factor 

One approach to achieving this type of noncatastrophlc 
representation is for the oontrrctor to retain parts, circuit 
cards, assemblies, etc., that have been rejected during develop- 
men*-, reliability, and quality-control tests for possible use in 
the maintainability demonstration. This is particularly impor- 
tant for failures that are difficult to simulate, such as inter» 
mittendes and instability. 

From the foregoing discussion, it is apparent that the 
types of faults to be simulated and the methods of simulation 
must be ^nsidered early in the development program. Such 
early planning wii:i make it possible to use the information 
from development-type tests to achieve realism through effective 
simulation. Because of the intricacj^r that may be involved in 
simulating certain types of malfunctions, the guidance of de- 
sign-engineering and reliability personnel will generally be 
required in planning the fault-inducement procedures. The re- 
sults of failure-mode and effects analyses (FMEA), reliability 
predictions, and reliability tests, are particularly applicable. 

6.4 EESXGN OF MalOTKNfcNGE-TASK SAMPLE 

Randomness, lack of bias* representativeness, and effi- 
ciency a_*e several of the criteria for evaluating a sample de- 
sign. In an experiment sunh as testing the efficacy of a drug 
on laboratory animals or polling a relatively known and stable 
population on a political question, the use of such criteria is 
possible, meaningful, and prudent. In maintainability demon- 
stration, however, the population of interest, maintenance-task 
tines, does not usually exist at the time of the test, and the 
anomaly of sampling from a nonexistent population certainly 
complicates sample design. 

Sampling from a population whose specific characteristics 
have not been previously observed is not unique, however. For 
example, it is possible to estimate the number of different 
types of fish in a newly discovered lake from a sample designed 
by stratifying the lake by areas, if general information is 
available on the habitats of different fish. Care must be taken 
to eliminate biases in methods used for catching the fish, time 
of day, season, etc. — that is, the procedures used should not 
result in obtaining one species of fish in a greater proportion 
than actually exists in tne population. 

Similarly, the basic objective in obtainizig samples from 
naturally occurring failures or from fault-inducement procedures 
should be to yield unbiased estimates of the maintenance para- 
meter of interest. It is probably impossible to avoid bias 
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completely. For example, the inducement of ft fault that «an 
seriously damage the equipment is almost «iw&ys prohibited. 
However, possibly serious biasing factors« such as inducing 
only easily repaired faults, should be closely controlled. If 
the direction ind magnitude of unavoidable remaining biasing 
factors is known, appropriate adjustments to the specifled 
values may have to be made, es discussed previously. 

6.4.1 Sample Design for a ffatural-Falluyes Test 

For demonstration based on natural failures, there is lit- 
tle flexibility in sample selection. As failures occur or prä- 
ventive maintenance actions are called for* observers record 
the appropriate maintainability characteristic when the swiin- 
tenance action is initiated. *ne small number of available 
equipments and test environments and limited test tijat «Jli 
generally preclude the use of sophisticated sampling preaeÄö**« 
and require following an "observe everything we ecu* ohil© .%  . 

■*v« Those responsible for sample design should review th* 
ditione under which the natural failures will occur. If th* 
analysis indicates that certain types of action will be un- 
likely, as might be the case if the operational mode under test 
does not require using a portion of the system, then some fault 
inducement may be necessary. Therefore, "filling out the sample" 
should be considered for a natural-failures test. 

To aid further in determining representativeness, it la 
recommended that a list of the various possible maintenance 
tasks be developed, possibly grouped by similarity of required 
procedures and expected task times. The frequency of occur- 
rence of each group muat then be estimated on the basis of such 
factors as number of items in the system that can lead to per- 
formance of the particular task or group of tasks, the relia- 
bility of these items, and the operating duty cycle. 

Such a list will then provide an estimated relative fre- 
quency of occurrence of various tasks, which can be used to 
evaluate possible biases in the observed sample. Since the 
list must be developed partly on the basis of estimates, such 
as failure rate, there is no guarantee that the checklist is 
"right" and the sample "wrong". However, such a list can pro- 
vide a warning signal for large discrepancies, which should 
then be investigated in greater detail. 

Since the development of such a list is the basic approach 
to designing a faul-inducement sample, the details are presented 
in the following subsection, which deals with that method of 
sample selection. 
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6.4.2.1 Simple Random Versus Stratified Sampling 

The basic choice In designing a sampling procedure for in- 
ducing faults is between simple raniom sampling and st rat if let. 
sa&pllng. 

A simple random sample is one in which all possible samples 
of n units out of the population have an equal chance of being 
chosen. A stratified random sample is one in which the total 
population is divided into subpopuiations or strata and sample 
sizes for each stratum are then determined according to selected 
criteria. Random sampling is then performed within each sub- 
population. 

Because there is TO physical population as such from which 
to sample, It is necessary first to develop a hypothetical popu- 
lation of maintenance tasks. This hypothetical population pro- 
vides the basis for sampling by the fault-inducement procedure 
for both random and stratified sampling. 

A simplified schpme for presenting this hypothetical popu- 
lation is shown in Table XIX. The maintenance-cask groups rep- 
resent all the different types of maintenance tasks that may be 
performed, ranging from simple adjustments to complicated mech- 
anical repairs. Similar tasks are usually grouped together. 
The expected number of task occurrences within a maintenance- 
task group can be estimated by the equation 

where 

1  J  i«J  Id 

^ is the failure rate of the Jth item in the 1th 

group 
th kj, is the duty-cycle factor for the J  item in the 

ith group (0 < k±J * 1.0) 

T is the average mission time 

The sum of the E.fs is the expected number of maintenance 

actions In T hours, and this is used to obtain the relative task- 
oscurrsnee probabilities, p.. Details of developing such a 

table are presented In Subsections 6.4.2.2 and 6.4.2.3. Table 
HI will b# used here to discuss the distinction between simple 
and stratified sampling. 
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2ÄHLE XIX 

MAINTEKAjSfCE-TASS POPULATION 

Maintenance-task 
Group 

Expected Number 
of Occurrences 

in T Hours 

Relative Maintenance» 
Task Population 

1 
2 

>E1 
E2 
• 

Eg/S « p2 
• 

• 

i 

• 

• 

• 

• 

* 
• 

8 

• 

8 

: 

8 8 

E «\ E± ) P± » 1,0 
1ÖU 

To select a simple random sample of size n, n random num- 
bers between 0 and 1 can first be drawn, such as from a random- 
number table. If a selected random number, x, is in the inter- 
val 0 < x s p,, a fault generating a task in the first group is 

induced. If it is in the interval p1 < x i ^ + pg), the 

second type of task is generated, [(p., + p0) < x i (p L +P2 +P3)3 
defines the interval for generating the third type of task, and 
so forth. By thia procedure, all possible samples of size n have 
an eq'ial chance of being observed. 

The most commonly used method of stratified sampling in 
maintainability demonstration is proportional stratified sam- 
pling. In this method, the sample size from each stratum (e.g., 
maintenance-task group) is proportional to the population size 
of the stratum. Thus if there were five strata with relative 
population öises or 5, 20, 20, 25, 30, and a total serap1* of 50 
observations were to be made, 2 or 3 observations would be se- 
lected from the first, or smallest, stratum, 5 from the second 
and third, 10 from the fourth, 12 or 13 from the next, and 15 
from the largest stratum. 
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It is noted that for a simple random sample, It is unlike- 
ly that such a "natural" sample-size distribution would occur, 
but as the total sample size increases, the simple random and 
proportional stratified samples will tend to coincide. For a 
small sample, however, it is quite possible that a sample from 
a specific stratum will not be observed in a random sample. 
For example, if the above relative population sizes are used, 

with a totel sample size of 20, there ins a (0.95)20 * 0.112 
probability that no samples from the smallest st iturn will be 
observed, while a proportional sample would dictate that one 
such observation be drawn. 

The most common applications of the theory of hypothesis 
testing are based on the assumption cf simple random sampling. 
On the other hand, stratified sampling is often employed in 
large-scale survey work to take advantage of the greater pre- 
cision that such a procedure offers in obtaining estimates of 
population parameters. 

Historically, proportional stratified sampling has been 
used in mniatainability demonstration (MIL-STD-471, Appendix A, 
Task Selection Method), probably because identification of the 
maintenance-task population requires a form of stratification 
and because stratified sampling can ensure that at least one 
sample observation from each selected stratum will be included 
in the sample, thus providing some psychological assurance of 
representativeness. 

There are several advantages to stratification. In some 
cases, a hypothesis concerning one portion of the system or one 
type of maintenance may be of interest and, therefore, there 
may be a sample-size requirement for each of the appropriate 
subpopulations. For example, if & maintainability test is con- 
cerned with total maintenance man-hours, it may be advisable to 
treat corrective- and preventive-maintenance actions as two 
subpopulations so that inferences can be made for each as well 
as for the total population of naintenance actions. 

A second advantage is that there may be cases in whi^n 
administrative considerations will dictate the use of stratifi- 
cation. For example, in conducting a maintainability-demonstra- 
tion test, it may be advisable to consider the electronic and 
mechanical portions separately, and the sampling approach in 
each may differ, thus neceiitating a stratified approach. 

The third major advantage of stratification is statistical, 
By stratifying a heterogeneous population into homogeneous 
strata, the variation within each stratum is minimized so that 
an estimate of each stratum mean can be obtained with a rela- 
tively small sample. These strata means are then combined so 
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that the overall mean estimate has «nailer variance than that 
of simple random samples. This concept can be extended to ob- 
tain a stratified plan that minimizes testing costs where costs 
of testing vary over the strata elements. 

The major disadvantage of stratification is that while it 
Is an effective method for increasing the precision of sample 
estimates, It Introduces considerable complexity in the neces- 
sary analytical procedures for hytxjthesis testing. For ex- 
ample, if the hypothesis under teat concerns the mean of a 
normal distribution, the well known "t" test is usually applied 
under simple random sampling. When stratified sampling is used, 
such simple application may be impossible since even though the 
overall population is normally distributed, the distribution 
within each stratum may be.far from normal. Most textbook dis- 
cussions of confidence-interval and hypothesis-test inference 
are therefore based on the assumption of simple random sampling. 

The procedures currently used to analyze the result* of 
maintainability-demonstration tests employing proportional stra- 
tified sampling are based on the assumption that only simple 
random sampling has been performed. 

As mentioned above, for large sample sizes a proportional 
stratified sample and a simple random sample will yield essen- 
tially similar results. Therefore, for large sample sizes (at 
least 50 observations) and a small number of strata (e.g., no 
more than 10), the use of simple random-sampling analysis pro- 
cedures for a proportional stratified sampling can be considered 
acceptable if one is billing to forego the greater precision 
generally offered by stratified sampling. 

It should be noted, however, that for a stratified random 
sample, while all elements in the population may have equal 
chances of appearing in the sample, the sample observations are 
not independent w;*.th regard to order. Por if (n-l) observa- 
tions have been made, the last item must be selected from a par- 
ticular stratum, whose identity depends on the previously ob- 
tained sample observations. This type of dependence violates 
one of the principal assumptions of standard sequential-sampling 
plansj therefore, a stratified random sample is generally not 
appropriate for sequential testing as commonly used. 

Tc summarize, stratified sampling will yield more efficient 
tests than simple random sampling provided the following con- 
ditions are satisfied: 

• There is a good basis for stratification. 

• The variance within each stratum Is small. 
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-    The strata population sizes are known. 

• Appropriate analytical procedures are available. 

If simple random-sampling analytical procedures ari? em- 
ployed, the main advantage of sampling by proportional strati- 
fication is psychological in that assurance is provided for 
including samples from each of the stratified populations. It 
la believed that this is the major justification for stratified 
sampling in maintainability demonstration. 

Table XX provides guidelines for using simple random and 
stratified sampling by presenting a summary comparison for 
several major factors. 

6,4.2.2 Stratification by Maintenance-Task Groups 

As Indicated above, regardless of whether simple random or 
stratified sampling is used, a hypothetical maintenance-task 
?cpulation must first be developed when faults are being induced. 
dentifying the maintenance-task groups is the first step to- 

wards this goal, For discussion purposes, the terms mainten- 
ance-task group and maintenance-task stratum are used synono- 
mously. 

For practical reasons, stratification or grouping is 
usually performed for both simple random sampling and stratified 
random sampling. The difference between the two is that for 
stratified sampling, the number of samples to be taken from 
each stratum is predetermined, while for simple random sampling, 
the number of samples to be taken from each stratum is a random 
variable. 

For discussion purposes, comments will be restricted to 
strst-« fled sampling, since they will also generally apply to 
simple random sampling when task selection by fault inducement 
is being considered. 

The firct task in stratification is choosing criteria by 
which to stratify. This involves the characteristic by which 
to stratify, the number of strata, and the boundaries defining 
the individual strata. 

For a large-scale survey using stratified sampling and 
appropriate analytic procedures, the major objective is to di- 
vide a heterogeneous population into subpopulatlons (I.e., 
strata) that are homogeneous. If this is done, a relatively 
small sample from each stratum will provide a preciae estimate 
of the stratum mean, and appropriate techniques for combining 
the stratum-mean estimates will yield a precise estimate for 
the population mean. 
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TABLE XX 

COMPARISON OP STRATIPIED AND SIMPLE RANDOM SAMPLING 

Factor Comparison 

Planning of Sample 

Administration of 
Sampling Procedure 

Analysis of Data 

Sampling Efficiency 

Sub-hypotheses 

Representativeness 

Stratified sampling requires more detailed 
planning and knowledge of underlying main- 
tenance-task population than does eiisple 
random sampling. 

Stratified sampling includes all adminis- 
trative aspects of simple random samples 
plus additional control to meet specifi- 
cation sample-size criteria. 

Standard analytical methods are based on 
simple random sampling. Stratified ana- 
lytical procedures for stratified samples 
are relatively complex and may not be 
available. 

Stratified sampling generally is more ef- 
ficient than simple random sampling in 
that variances of sample estimates are 
lower than for simple random samples. 

Stratified sampling provides a means to 
test hypotheses on different portions 
of the system with adequate control. Such 
control is not generally available for 
simple' random sampling. 

Stratified sampling provides assurance 
that sample observations from each stra- 
tum will be observed. Simple random sam- 
ples can only provide such assurance 
probabilistically. 

In maintainability demonstration, however, known analytic 
techniques for stratified sampling are either inapplicable or 
too complex for practical use. Stratification is used in demon- 
stration primarily to ensure representativeness; therefore, the 
criterion of homogeneity should be considered with this in mind 
If a stratum includes a number of tasks, selection of only one 
or two tasks should yield a representative sample of the stratum, 
and across all strata the sample selections should accurately 
represent the total maintenance-task population. 
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Therefore, the tasks within a stratum should require approxi- 
mately the same amount of maintenance time or the same number of 
man-hours, whichever is appropriate. Rigid adherence fco this 
precept should be avoided, however. Repairing a particular elec- 
tronic assembly may take approximately the same amount of time 
as repairing a motor generator, but the differences between the 
two types of actions would make it unnatural to place them in 
the same stratum, It seems reasonable, then, to require also 
that there be similarities among the tasks assigned to a stra- 
tum. 

The detail to which the maintenance tasks are defined must 
also be considered. For example, a maintenance action may be 
defined as a single task, "replace Unit 01" or as two tasks, 
such as "replace Unit 01, which has a short" and "replace Unit 
01, which has an open". Conceivably, the diagnostic times for 
these two tasks can differ, so that they might better be placed 
in different strata. There are practical limits on the detail 
to which tasks are defined, however — namely; the amount of in- 
formation concerning expected task times and the desire to limit 
the number of strata so that random-sampling analytical tech- 
niques can be reasonably applied. 

There is no single correct approach to stratifying the popu- 
lation of maintenance-task times. The following approach is*be- 
lieved to be reasonable and practical: 

(1) First divide the equipment or system by physical en- 
tities, such as equipments within a system or units 
within an equipment. These first-level breakdowns 
will be called blocks. 

(2) For each block, subdivide to the highest system level 
at which maintenance will be performed. If the block 
is the highest level, no further subdivision is neces- 
sary. If an eqxiipment is under tesi, and the organiza- 
tional-maintenance philosophy is unit; replacement, 
subdivide to the units. In some case3, repairs or 
adjustments may be made within a unit, but this is 
considered in the next step. These elements of uhe 
subdivision will be called sub-blocks. 

(3) For each sub-block, list the associated maintenance 
tasks and estimated maintenance-tapv times or man- 
hours.5 For a sub-block that is an LRU, removal or 
replacement may be tbe only task listed, However, if 
LRU adjustment or pome further task? such as crystal 
replacement are possible, they would also be listed 
as sub-block tasks. 

5 It is assumed that only tasks which relate to the opecifled main- 
tainability index are listed. For example, noncrltical, frequently 
occurring, and easily corrected malfunctions* such as light-bulb 
failures, would not normally be Included in the task list. 
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(4) Group together those tasks in eaoh sub-bloc«, which 
require essentially similar actions and will be ex- 
pected to have similar maintenance times or man-hours, 
whichever index applies. The use of historical data,, 
the prediction effort of She maintainability-engineer- 
ing group, and previous development tests should be 
used as inputs for/the time estimates. These groups 
will then form part of the initial set ox" strata. 

(5) Compile a list of maintenance tasks that cannot be 
easily associated with a physical entity — for exam- 
ple, repair of interconnecting cable; and tasks that 
are not a direct result of unreliability or degrada- 
tion, suah as equipment abuse and faulty installations 

(6) Combine similar tasks of step 5 into strata, which 
are then added to the list of initial strata of step 4. 

This scheme simply uses hardware characteristics as the 
first approach towards stratification and then similarity of 
maintenance actions and task times within hardware groups as 
the final criterion for stratification. The miscellaneous task® 
of step 5 are added in recognition of the fact that not all main- 
tenance actions Involve the usual "black box" failures and not 
all actions are predictable simply from analysis of part failure 
rates. 

This initial set of strata may have to be revised when the 
actual tasks to be induced and sample-size requirements are con- 
sidered. Later examples illustrate this. At this point it is 
worthwhile to provide an illustration of this procedure. 

TLe illustration will be concerned with a maintainability- 
demonstration test of an airborne dopp~er radar equipment con- 
sisting of the following units. 

Antenna (AS) 
Receiver/Transmitter (RT) 
Frequency Tracker (FT) 
Radar Set Control (C) 
Drift Angle Indicator (ID) 

The organizational-maintenance procedure for this equip- 
ment prescribes replacing all units except the receiver-trans- 
mitter, for which modularised assemblies are removed and re- 
placed. These assemblies are as follows: 

I.P. - A 
I.P. - B 
Audio Amplifier (Amp) 

Modulator (Mod) 
Transmitter (Tx) 
Power Supply (PS) 
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Simple mechanical repairs or adjustments on the antenna 
and crystal replacement in the frequency trackers are also par- 
formed it: the aircraft. The stratification procedure described 
above Is shown schematically in Table XXI. 

TABLE XXI 

EXAMPLE OF STEP-BY-STEP  STRATIFICATION 

Step 1 
Blocks 

Step 2 
Sub-blocks 

Step 3 
Sub-block 
Tasks and 
Task Times 

Step 4 
Block Strata 

Step 5 
Miscellaneous 

Strata 

Antenna 

Receiver/ 
Transmitter 

Frequency 
Tracker 

Radar Set 
Control 

Drift Angle 
Indicator 

Miscellan- 
eous 

Antenna 

IF - A 
IF - B 
Amplifier 
Modulator 
Power Supply 
Transmitter 

Frequency 
Tracker 

Radar Set 
Control 

D^lft Angle 
Indicator 

R/R 1.0 
Mech. 
Adjust 0.5 

R/R 0.3 1 
R/R 0.3/ 
R/R 0.4 1 
R/R 0.4 > 
R/R 0,4J 
R/R 0.5 

R/h 0-6 
Replace 
Crystals 

0.5 

R/R 0.5 

R/R C.5 

A - R/R 
A - Mech. 
Adjust. 

IF - R/R 

Amp, Mod., 
PS - R/R 

Tx - R/R 

FT - fi/R 
FT - Replace 
Crystals 

C - R/R 

IB - R/R 

Repair ca- 
bling or con- 
nectors. 
Adjust faulty 
installation 

*R/R - remove and reolace. 

6.4,2.3 Task Occurrence Frequency and Selection 
r * Once the initial aet of strata has been established, it is 

n^cese-ary to estimate the fequency of occurrence of tasks in 

r > 
i 
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each stratum, For tasks that result from part failure* the use 
of part failure rate» such as those presented In MIL-HDBK-217 
may be satisfactory. These failure rates, however, primarily 
reflect catastrophic piece-part failures and usually do not in- 
clude such failure modes ae degradation, part interactions, and 
intermittencies. 

Since it is quite difficult to predict these types of fail- 
ures, a simplified procedure is used whereby a failure-rate pre- 
diction based on catastrophic failures is adjusted to account 
for other types of malfunctions. One means for such adjustment 
is to analyze unit complexity. 

Previous AHINC Research analysis« of historical data on elec- 
tronic and electromechanical systems has indicated that the 
operating failure rate of a nonredundant item can be estimated 
by 

1.35 

where 

■h  = KeC 

A is the estimated failure rate 

C Is the complexity xn terms of equivalent analog 
active elements 

K is the average failure rate of one active element 

operating in environment e (i.e., ground, airborne, 
or missile) 

This type of relationship also appears in the Navy Main- 
tainability Engineering Handbook - NAVORD OD 39223. Table XXII 
is abstracted from that document to provide the basis for deter- 
mining C, the number of equivalent analog active elements in an 
equipment. The fact that the exponent of the complexity factor 
is greater than one is attributed in part to the interaction 
effects existing within the system, which can cause noncata- 
strophic failure occurrences suvh as component degradation and 
Intermittency. 

The above equation can be used in one of two ways In as- 
sessing freq\;o»ricy of occurrence of failure in electronic or 
electromechanical Items: 

(1) If MIL-KEBK-217 or similar failure-rate prediction 
procedurefa are used, the total failure rate of the 
item can be estimated by the equation 

A - I       r0.35 Acat c 

eG.  T.  Bird,   "On Reliability Prediction in Satellite Systems", 
ARINC Research Publication 422S-1-205,   1360   (see summarizing 
article in May 23,   1930 issue of Av ation Week). 
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TABLE XKEI 

WEEGHTim PACTORS FCR ESTIMATBW EQUIVALENT ANALOG 
COMPLEXITY OP ELECTRONIC SUBSYSTEMS 

ABS Type Function 
Equivalent 
Analog 
AEGs» 

Transistor Signal-level analog function 
Signal-level digital function 
Power conversion and regulation 

1.0 
0.1 
2.0 

Diodes (Semiconductor) Signal-level analog function 
Signal-level digital function 
Power rectification 

0.1 
0.01 
1.0 

Electron Tube Signal-level analog function 
Signal-level digital function 
Power conversion and regulation 

i.O 
0.1 

10.0 

Microwave Power Tubes Traveling wave tubes, 
magnetrons, klystrons 100. C 

Photoelectric Cell Light sensor functions 0.1 
Photo Multiplier Light amplifier 10.0 

Solar Cell Power generation 0.01 

Relays General : .0 

Gyros, Position Inertial reference 50.0** 

Gyros, Rate "Rate" signal 10.0** 

Accelerometers acceleration measurement 1.0 
Crystals Frequency determination 1.0 
Thyratron Power jwitching 100.0 

* See NAVDRD OD 3922 3, Appendix B for source of AEG d at a. 

** For short-duration missions (less than 500 hours). 
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where ^cat is the total failure-rate estimate baaed on 

catastrophic occurrences only. 

(2) If a direct prediction of total failure rate It to be 
obtained from complexity analysis, the following equa- 
tions are used (X ■ failure« per operate hour): 

Ground Systems %    £n?L m  -12.023 + 1.35inC 

Airborne Systems: ix&.  « -10,00i> + l,35inC ö 

Missile Systems: £n\ ■ -6.950 * 1.354nC 

For mechanical, hydraulic, and other nonelectronic items, ap- 
propriate prediction procedures presented in the literature will 
have to be used.7 In some cases, direct failure-rate predictions 
are inappropriate, and the probability of task occurrence in 
terms of unreliability is a better measure. Such probabilities 
can be adjusted to an equivalent average failure rate by the 
relationship 

*. zBS^S&L 

where U(t) is the probability that the maintenance task will be 
required after a mission of t hours [U(t) ■ l-R(t)]. 

Predlction-by-function approaches are also applicable for 
failure-frequency estimation since they are generally based on 
field data that include all types of failures. Some prediction- 
by-function equations include complexity as a prediction para- 
meter. The following RftDG reports are applicables 

RADC-TDR-63-146 - "System Reliability Prediction by Func- 
tion" (Ground Systems) - Federal Electric Corporation, May 
1963/ AD 406191. 

'Several such sources are: 

RADC-TR 68-403, "Reliability Prediction - Mechanical Stress/ 
Strength Interference (Nonferrous)", University of Michigan, 
February 196*9. 

RADC-TR 68-114, "Data Collection for Nonelectronic Reliability 
Handbook", Hughes Aircraft Corporation, June 1968. 

"Investigation of Reliability of Maohanlcal Systems", Lockheed- 
Georgia Company. October 1965, AD 475977. 
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KADC-TDR-63-300 - "System Reliability Prediction by Func- 
tion" (Oround Systems, 2 Vols.), ARINC Research Corporation, 
August 1963, AD 481191, 481192. 

RADC-TDR 65-27 "System Reliability Prediction Ely Function" 
(Oround Systems - Supplementary Report), ARINC Research 
Corporation, March 1965, AD 61422?. 

RADC-TDR 66-509 - "Avionics Reliability and Maintainability 
Prediction by Function," ARINC Research Corporation, Octo- 
ber, 1966, AD 802998. 

Once the failure-rate predictions are made, the relative 
frequency of task occurrence is calculated in a manner similar 
to that indicated in Table XIX of Subsection 6.4.2,1. Table 
XXIIJ shows the computations for the illustrative system. 

In the table, part-failure-rate estimates corrected by the 
complexity factor are assumed to be used for all tasks except 
those involving mechanical faults. For the latter, the failure 
rate shown is assumed to be based on estimates of occurrence 
probability. Dividing the total failure rate of 830 into the 
Individual maintenance-task strata rates yields the relative 
frequencies of occurrence shown in the table. 

Several strata are then regrouped to yield at least a five 
percent frequency of occurrence. This regrouping is done to mini- 
mise the number of strata with small frequencies of occurrence, 
especially those which would lead to a required sample size of 
less than one for stratified sampling  It is not necessary to 
regroup if simple random sampling is to be used, in which case 
the relative frequencies of occurrence are used to determine 
task selection. If, for example, the required total sample size 
is 60, then 60 numbers should be drawn from a random-number 
table. If a random number is between 0 and 0.16, a maintenance 
task involving the antenna is to be simulated. If the random 
number is between 0.16 and 0.27, s fault resulting in the re- 
moval and replacement of an IP module is induced, etc. 

For a stratified sample, the numbers in the last column 
of the table are the sample-size requirements. Thus, for a 
sample size of 60, 10 faults are to be induced involving the 
antenna, ? faults are to be induced that will result in the re- 
moval and replacement of one of the IF modules, etc. 

1 

v  The actual faults to be Induced require further analysis. 
For the antenna, it is seen from the relative-frequency-of-occur- 
rence column, that removal and replacement occurs almost four 
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TABLE XXIII 

CALCULATIONS 07 RELATIVE FREQUENCY 0? OCC0KBSKCB 
AND SAHFX£ SIZE TOR RABAM DOWHSB BQBIHDSNT 

Maintenance Task 
Strata s 

Failure 
Rate 
IG5 

Quantity 
of 
Items 

Total 
Failure 
Ratf« 

Relative Frequency 
of Occurrence, f± 

(Percent) 

Sample 
Slatett 

Antenna R/R 

Antenna-Mech/Adjust. 

105 1 105 

30»* 0.O36J 
10 

IF-R/R 45 2 90 0.109 - 0.11 7 
Amp - R/R •. 
Mod - R/R V 
P.S. - R/RJ 

30 •> 
8 r 12 i i> 30 0.036    t 

0.012-' 
3 

Tx - R/R 10 i 10 
FT - R/R 400 i 400 0.482 - 0.48 28 

FT  Replace Crystal 20 4 80 0.096 - 0.10 6 

C - R/R 35 1 35 0.0421 oo5
t 

0.012' 
3 

ID - R/R 10 1 10 

Repair Cabling or 
Connector 

— - 10** 0.012]     + 
>  0.05 3 

Adjust Faulty 
Installation 

— - 30** O.0S6J 

Total - 830 1.000 60 

♦Ail units havs 100$ duty cycle. Therefore, a duty-cycle column is not shown. 
♦♦Obtained from estimate of probability of occurrence, using th* relationship 

7v = -fcjlpl1,^ T = mission time. 

t Regrouped to increaeeall frequencies of occurrence to at least O.CJ. 

tt The sample sizes shown apply only to stratified sampling. For simple random 
sampling, the relative frequencies of occurrence are used. 

I 113 



-—m 
: 

times as often as the mechanical adjustment. If the mainten- 
ance task involves the antenna, the probability that it is a 
removal and replacement action is 

0.12 
rasr+ S.o^,"0-78 

Therefore, a representative random semple for the antenna tasks 
can be obtained by selecting a random number between 0 and 1. If 
it Is less than or equal to O.78, Induce a fault that will re- 
sult in a removal and replacement. If the random number is 
greater than 0.?8, induce a fault requiring on-board mechanical 
adjustment or repair. 

Within these tasks, there will also be a choice of the fault 
to be simulated. This may involve, for example, the selection of 
an assembly or part and its mode of failure, and here the con- 
sideration of symptom indication may be important, especially for 
removal-replacement actions (see Subsection 6.4.2,4 for a sampling 
approach based on symptoms). 

In the same fashion as discussed above with regard to the 
choice of antenna task, failure-mode or symptom probabilities 
should be analyzed to obtain their relative frequency of occur- 
rence within a task. A random-sampling procedure is then ap- 
plied in accordance with these relative probabilities to deter- 
mine which faults should be induced. 

For example, consider the .eemove-and-replace task involving 
the frequency tracker. Prom Table XXIII. 28 tasks are to be 
simulated for a proportional stratified sample. A failure-mode- 
and-effects analysis indicates that there are five major failure 
modes that require a remove-and-replace action and that are 
detectable at the unit level. These modes, their effects, and 
relative frequencies of occurrence are as follows: 

Failure 
Mode Effect Relative Frequency 

of Occurrence {$) 
Cumulative 
Range {%) 

1 Inopers tlve 30 0 -  29.99 

2 Will not lock on 20 30.00 - 49.99 

3 Breaks lock .20 50.00 - 69.99 

4 Drifts 15 70.00 - 84.99 

5 Erratic 15 85.00 - 100.oc 
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To determine which faults to induce for simulating the 28 
remove-and-replace tasks, 28 four-digit numbers are selected from 
a random-number table. If the number selected is between 0 and 
2999» then a fault or malfunction that makes the frequency tracker 
Inoperative must be induced. A random number between 3000 and 
4999 would Indicate that a fault resulting in inability to lock- 
on effect is to be simulated, etc. 

Within any failure mode, a choice would then have to be made 
concarrdng the specific means of fault inducement (e.g., which 
lead to disconnect cr which part to replace with a known faulty 
part). If, with respect to the maintenance action» there Is no 
discernible difference, the simplest means can be used. If, how- 
ever, the fault selection can affect maintenance time (e.g., dis- 
connecting one lead m^y cause secondary symptoms, while discon- 
necting another will net), then, again, a random-selection cri- 
terion is advisable. 

To minimise the biasing problemF  e to task rehearsals 
and the occasional problem of not be_ i& able physically to in- 
duce the required fault, it is prudent to select a much larger 
number of possible tasks than required. For example, if the 
required sample size is 60, a total of 120 tasks may be selected 
Initially and procedures for fault inducement established. Whai; 
the test is actually run, half of these prepared tasks are then 
selected for actual observation. 

6.4.2.1J- Stratification and Task Selection Based on the 
Symptom Matrix 

Another approach to developing strata and selecting tasks 
is to use the symptom-matrix formulation presented in Volume I 
of thi3 study. The symptom matrix of concern here is one that 
reZ.ates unit malfunctions, associated symptoms, and occurrence 
probabilities. 

If symptoms are considered rather than maintenance tasks 
only, recognition is given to the fact t-hat for many equipments, 
especially those with easily replaceable units, a large portion 
of the corrective maintenance action involves faul location; 
therefore, the use of symptons information rather than task in- 
formation might be a better basis for stratification. 

The stratification can be accomplished in one of three basic 
ways: 

(1) Stratify by symptoms, and sample unit malfunctions 
within aymptoms 

(2) Stratify by units, and sample symptoms within unit 
malfunctions 
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(3) Stratify by symptom/unit malfunction combinations 

To illustrate these three approaches, the symptom matrix 
developed for the APN-147 Doppler Radar Set monitored in this 

study ia shown in Table XXIV.9 The entries in the cell repres- 

anting the i • unit and the J  symptom are described as follows: 

J  symptom 

ith Unit 
hi P(U±I Sj) 

PfSjJUj) p(nlSj) 

where 

1". h 
\j. = th«? failure rate of elemexits in the i  unit 

whose malfunction will result in the J  symptom 

F(S.|U,) - the probability that the Jth symptom will 

occur given the i  unit malfunctions 

P(U,iS ) = the probability that the 1th unic has mal- 

functioned given the J"* symptom appears 

PCU^S.) m  the probability of the Joint occurrence of 

an i  unit malfunction and j  symptom 

One difficulty in using this approach is to develop the 
vj, estimates since this requires fairly detailed analysis of ' 
the system design 
timating process. 

Volume I presents a discussion of this es-- 

The following relationships exist under the assumption that 
concurrent failures do not occur: 

P(SJIL) - —Ü - T±JL 

¥ ik 

eOnly major units are shown. Such items as mounting trays and 
cabling, which ecn and do sometimes cause failure, are not in- 
cluded in tne example. 
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where 

rV. = the failure rate of the Ith unit 

A0 = the failure rate of all items whose malfunction 

J th will produce the j  symptom 

Tu, = the total equipment failure rate 

For simplicity, assume that n = 100 maintenance actions 
are to be induced by stratified sampling. Under the three 
methods, the sampling described below would take place.9 

(1) Symptom Stratification. The number of tasks in which 

the j  symptom is induced is P(S.)-n. Hence the task 

sampis sizes by symptom are aa follows: 

Symptom Sample Size Symptom Sample Size 

1 8 1 and 4 76 
2 4 1, 4, and 7 0 

4 6 2 and 5 2 

7 2 3 and fi 2 

sFor simple *andom sampling, the procedure is analagous to 
that discussed for maintenance-task stratification. 
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Within each symptom, malfunctions are introduced ran- 
domly into the units according to the probabilities 
P(IL|S x. Thus for generating symptom S,, there should 

be a O.63 probability of inducing the symptom-generat- 
ing fault in the frequency tracker,  a 0.20 probability 
foi inducing it in the antenna, a 0.03 probability for 
inducing it in the indicator, and a 0.13 probability 
f c r inducing it in the control unit. 

(2) Unit Stratification. The number of tasks in which 
i-i^ —   ... 1 

the i  unit is induced is P(U. )*n. Hence, the task 

sample sizes by unit-failure inducements are as 
follows? 

Unit 

RT 

Fr 
AS 

ID 

C 

SampJLe^^Size 

22 

63 
10 
1 
4 

(3) 

Within each unit, malfunction* are introduced ran- 
domly according to the probabilities P(SJtL). Thus 

for the antenna there should be e.  0.17 probability of 
Inducing a fault thae will generate S,, a O.33 proba- 

bility for Sg, and a O.50 probab. lity for the S, and 

S^ symptom combination. 

Symptom/Unit Malfunction Stratification. -For this 
case, --ach unique symptom/unit malfunction oomu!::a- 
tion represents a stratum. All the strata are thus 
combinations with non-zero entries for P(J.S ), and 

the sample sizes are P(u S.)n. Thus 22 samples are 

to be selected with symptoms 1 and 4 with an Rf mal- 
function, 5 samples are to be selected with symptom .1 
wioh a malfunction it: the frequency tracker, etc, 

The choice between the three basic approacnts described 
above depends on the expected comparative represcatativ^neds 
and on sampling difficulties. The third method 13 probably 
leas+ nractical since it will generally entail too fine a break- 
down, requiring regroupirg of some combinations, Method 2 is 
probably preferable to Method 1 because Method 1 may place too 
much emphasis on  the symptom aspects of maintenance. 
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Method 2 is actually the same initial approach as the task- 
sampling procedure described ear1., er.  The difference is that 
lor this method the actual faults- to be introduced within a unit 
are governed by symptom occurrence rather than failure occurrence 

The symptom approach can be recommended over the task- 
sampling approach in the fol]owing circumstances: 

Fault location and, to a lesser extent, checkout time 
are expected to account for the most significant por- 
tion of the corrective maintenance action. 

The necessary information and resources (personnel, time, 
money) for developing the symptom matrix are available. 
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SECTION' VII 

STATISTICAL m NTAIN ABI IJTY-DEMO: ISTPATION PLANS 

7.1 GENERA L 

This section reviews the maintainability-demonstration test 
methods of MTL-STP-471 and then presents a number of other tests 
applicable to maintainability demonstration. Each of the plans 1 
through 4 of MIL-STD-471, which are the most frequently applied 
procedures, has one or more analogs in the set of alternative 
plans presented herein. 

Four different categories of alternatives are presented: 

(1) Fixed-sample-size tests, lognormal distribution 

(2) Sequential tests, lognormal distribution 

(.3) Nonparametric tests 

(4) Bayesian tests 

For convenience, the following standardized format is used 
to describe the alternative plans for the non-Bayesian tests: 

. General Description of Test 

. Underlying Assumptions 

. Hypothesis 
• Sample Size 

. Decision Procedure 

• Discussion 

Guidelines for selecting among the alternatives are also 
presented. 

7.2 MIL-STD-471 PLANS 

7.2.1    General 

The six test methods of MIL-STD-471 are reviewed In this 
subsection. These test methods include situations covering various 
types of maintainability specifications, test procedures, and 
underlying assumptions. Table XXV summarizes the various forms of 
maintainability parameters that are tested by five of the six 
MIL-STD test methods under consideration. Test method 5 is not 
actually a decision test but an approach to estimating the per- 
centage of maintenance tasks between the observed sample extremes; 
therefore, It is not listed in the table, but It is reviewed. 
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TkßlE  XXV 

SUMMARY OF MTL-STD-471 SFECIFIED PARAMETERS 

Test 
Method 

M . ct pt 

■ 

M 
'max ct M max pt 

 i 

M , ct 

■- 

M . pt 

1 

2 

3 

4 

6 

X 

X X 

X 

X 

X 

X 

X X 

X 

X X 

M . =-- Mean corrective-maintenance downtime 

M. = Mean preventive-maintenance downtime 

H = Mean maintenance downtime consisting of cor- 
rective and preventive in the same time period 

JLa_ „+. = p  percentile of corrective-maintenance down- 
max cz      time 

th 
M   . = p  percentile of preventive-maintenance down- 

p   time 

M . = Median corrective-maintenance downtime 

M . = Median preventive-maintenance downtime 

The six methods are reviewed below with respect to type of 
test, conditions of use, sample sizes, and accept/reject criteria. 
The reader is aCvised to consult the standard for the detailed 
test procedures. 

7  2 Test Method 1 

Type of Test. Two sequential tests are performed — one for 
Hot and one for M    . . Both tests must be passed for an accept 

decision. The producer's and consumer's risks are held to a maxi- 
mum of 16 percent. 

Conditions of Use. M* . and M^Ä , must both be specified. ■' ■" ■  ct    max ot 
A lognormal distribution of corrective-maintenance times is 
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assumed, although it is claimed that test risks are only slightly 
changed if the actual distribution is exponential or normal. The 
specified FT . must be greater than 10 minutes and less than 100 

minutes, and the ratio M„ •max ct'^ct mast be less than 3" 
can be either the 90th or 95th percentile. 

M 
iuax r 

Sample Size. The sequential tests are truncated at 100 
maintenance actions. Fewer than that number will generally be 
required before a decision is reached. 

Accept/Reject Criteria. The number of maintenance times less 
than and greater than the specified M . and M    t  are recorded ct    max ct 
and compared with tabulated values of the accept and reject num- 
bers for the two sequential cests. A decision rule for cases in 
which no decision nas been made after 100 observed actions is 
also provided. 

Discussion. The Standard calls for stratified samDling. 
which may seriously affect the risks of the sequential plan un- 
less the order of the sampling is strictly random. It is empha- 
sized that the specified maintainability requirements (ST * and 

M    .) arc the unacceptable levels — that is, equipment which 

exactly meets these levels will have a low probability of passing 
the test. It is also emphasized that the procedure is based on 
converting the mean and percentile specifications to equivalent 
specifications of binomial parameters, leading to the use of 
sequential tests when the binomial distribution applies. 

7.2.3 Test Method 2 

Type of Tost, 
theorem for sample statistics of W 

Fixed-sample test employing the central-limit 
H_^, H, and Mma„ „«.. Only ct' pt*  '    max ct' 

consumer's risks are considered; the value of ß is contractually 
determined. 

Conditions of Use. To demonstrate M    ., a lognormal 111  '   "  !--»■.. IDcuJC C v 

repair-time distribution must be assumed. When both preventlve- 
and corrective-maintenance indexes are specified, the proportion 
of each type of maintenance daring a representative operational 
period must be estimated. 

Sample Size. A minimum of 50 corrective-maintenance tasks 
and 50 prevantive-maintenance tasks (if M . is specified) must be 
observed. p 

Accept/Reject Criteria. Equations are given for estimating 
Rof \t- and Yi 

max ct' 
Accept/reject values for each of these 
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indices T*^ ':.-=-.    »sixutej fro^ :-.e forarulas presented.  They are 
a fuTicti . ? f.e sarspie sizes, the specified ß risks, and, for 
^iw „«->  - value of the pt- percentlle of interest.  If the 

estimates   5T , ft . . !-f, and M„„  , are less than the correspond- ed  pt        max ct 
ing critical values, the equipment passes the test. 

Discussion. Notice 1 to MIL-STD-471, dated 9 April 1968, 
corrected an erroneous statement that the risk probability was 
related to the producer's risk. The test for M    , simply 

compares the estimated M „„ . to that specified: therefore, the max ct 
risk for this portion of the test is not as stated in the standard 
but 13 approximately 50 percent. 

9 i 

7.2.4 Test Method 3 

Type of Test. Fixed-sample test, assuming a lognormal dis- 
tributlon of repair times 

M. the Conditions of Use. The specified value of M ., say .. 

median corrective-maintenance time, is calculated from an equation 
given in the standard based on an assumed standard deviation of 
0.55 and a known value of M±,  say M.,, for which only a 5-percent 

acceptance probability (ß risk) is desired. The accept/reject 
criterion is baßad on a producer's risk of 5 percent. 

Sample Size. A sample size of 20 maintenance actions is 
required. 

Accept/Reject Criteria. Equations are presented for obtain- 
ing the statistics necessary to test for acceptable median repair 
times. The standard "t" test equation (using logarithms of repair 
time) is given to ensure thjat tr\§re is a 95-percent chance of 
accepting equipments with M^ ■ M and only a 5-percent chance of 

accepting equipments with H . » ML. 

Discussion. The description and notation of the test method 
in the standard can be somewhat confusing. Actually, the basic 
requirement that is assumed to exist is the unacceptable value of 
the median, which is denoted by ERT. max This value corresponds 

to a ß risk of 5 percent (the Standard erroneously states 10 per- 
cent). The sample size of 20 is fixed and, assuming J  (log-base 
10) = 0.55* the value of the median that corresponds to a 5- 
percent producer's risk (denoted by ERTin the standard) is 

given by the equation ERT r_n  =0.37 ERT _. It is emphasized spec max 
that ERT . is completely determined by the sample size of 20, spec 
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the assumed o,  and the known ERT _. and is not based on prior nut x 
consideration of'system or logistic requirements. Therefore, It 
is misleading to ascribe the word "specified" to ERT   . The 

spec 
better way to evaluate test applicability is the ERT   specifi- 
cation and corresponding ß risk. x 

7.2.5 Test Method 4 

Type of Test, Nonparametric, test for proportion to demon- 
strate achievement cf specified M . or M . and M    . or M    .. 

ct    pt    max ct    max pt 

No  underlying distribution of maintenance 
feot'.i a median and maximum time must be speci- 

Condltions of Use. 
timer is assumed.  _  ____ 
fied. Test criteria are given separately for the median (M) and 
for the 95th percentile (M  ). The individual median and M 

tests are made at either the 75-percent or 90-percent confidence 
level. 

Sample Size. The sample size is 50 each for corrective or 
preventive maintenance tasks. 

For both the median and M„„„ teat-, max Accept/Reject Criteria. 

critical values are provided for the number of maintenance actions 
greater than specified values for a sample size of 50 and for the 
75-percent and 90-percent confidence levels. An accept decision 
ia made only if both the median and M-*- tests are passed. 

Discussion. The individual median and M_^ tests are equiva- 

lent to tests on a binomial parameter. It is important to note 
that the specified parameters represent unacceptable maintain- 
ability levels; e.g., the 90-percent-confidence-level test of IA 

V» 
is such that if the median corrective-maintenance time is equal 
to tnat specified, there is only a lC-percent chance of passing 
the test. Thus this test is based on specified ß risks (1-con- 
fidence level) corresponding to the specified maintainability 
level for median or 95*11 percentile. The Beta risk corresponding 
to an equipment accept decision (both individual tests are passed) 
is approximately 1.5 percent for th. 90-percent-confidence-level 
tests and 9 percent for the 75-percent-confidence-level tests. 

7.2.6 Test Method 5 

Type 01' Test. A nonpararetric procedure for obtaining a 
confidence-interval estimate of the proportion of maintenance- 
task times in the population that will be included between the 
observed sample extremes. Tolerance interval is the usual termi- 
nology for such an estimate. 
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Conditions of Use, 
times is assumed. 

No underlying distribution of maintenance 

Sample Size. MIL-STD-471 presents the required sample size 
for thrte confidence levels (90, 95. and 99) and three population 
percentages (90, 95» and 99). For  «ample, the standard shows 
that a sample si2.e of 47 is requii   ,o he 95-percent confident 
that 90 percent of the population', maintenance-task times vrill 
be contained within the observed sample extremes. 

Accept/Reject Criteria. No such criteria exist for this 
test. Tue test results provide a measure of spread, and this 
measure may be used to determine acceptability. 

Discussion. Since this procedure is basically one of esti- 
mation and since it i3 not geared to a particular demonstration 
requirement, it should be used more for informative purposes than 
for decision purposes. 

7.2.7 Test Method 6 

Type of Test. Nonstatistical-type test. 
are compared with the specified values. 

Sample statistics 

Conditions of Use. Values of M , or M   ., or both, must 

be specified. The percentile point defining the latter may be any 
value. The frequency of occurrence for each type of preventive- 
maintenance task must be estimated. 

Sample Size. Not specified, 
tasks are to be performed. 

All preventive-maintenance 

Accept/Reject Criteria. An average value for M . is esti- 

mated from the data on the basis of actual maintenance times 
weighted by frequency of occurrence. This value is then compared 
with th« specified n .  to determine acceptance or rejection. To 

test for VL--  Dt> the observed preventive-maintenance times are 

ordered. The observed p  percentile time is compared with the 
specified M". . to determine conformance. 

Discussion. This method provides no risk control for either 
producer or consumer and is therefore limited in its application. 
Such a procedure is better suited to obtaining Information than 
to decision-making. 

J \ 
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7.3    ALTERNATIVE NON-BAYESIAN TESTS 

7.3.1    General 

This subsection is devoted 
alternative tests tfhlch, to vary 
STD-^71 plans but offer greater 
test parameters, hypotheses, and 
Bayesian tests is deferred until 
sented are standard statistical 
However, little or no experience 
tainability demonstration has be 
lieved to be practical for this 
mast await more extensive use. 

to the presentation of various 
ing degrees, parallel the MIL- 
flexibility in risk assignment, 
form of testing. Discussion of 
Subsection J.j.     The tests pre- 
tests or adaptations thereof, 
with their application to main- 
en accumulated. They a^e be- 
purpose, but final judgment 

7.3.2 Comments on Sampling Procedure and Sample Size 

7.3.2.1 Sampling Procedure 

A general comment concerning the type of sampling is in 
oider. All tests (both MIL-STD-471 and the alternative plans) 
employ analytical procedures that are based on the assumption of 
simple random sampling. If proportional stratified sampling is 
used, large sample sizes and a relatively small number of strata 
are required to ensure validity.  In most cases, however, the 
assumption of simple random sampling is conservative in the sense 
that the sample size based on this assumption is larger than would 
be required if analytical procedures were based on stratified 
sampling errors. For sequential tests, it is recommended that 
only simple random sampling be performed. 

7.3.2.2 Sample Size 

Tests for whl^h only a single risk (q or ß) is specified 
do not generally have associated sample-size requirements. Since 
the risk of a wrongs decision generally decreases with Increasing 
sample size, the larger the value of the sample size, the greater 
the assurance of a correct decision. 

As a very general rule, it would be appropriate to specify 
a minimum sample size on the order of 25 to 30 even for cases 
ID  %hich a sample-size equation indicates that a lower value 
would be acceptable. For very complex systems involving hundreds 
of different types of maintenance actions, it will be desirable 
to specify a larger sample size to provide reasonable assurance 
of representativeness. 

7.3.3 Lognormal Distribution 

Since the lognormal distribution has often been an adequate 
representation of various repair-type distributions, many of the 
test procedures are based on a lognormal-distribution assumption 
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concerning the maintenance characteristic of interest. The 
reader is advised to review the characteristics of the lognormal 
distribution presented in Appendix A. 

7.3A Notation 

The following notation Is used: 

X = the raaintenance-characceriEtic random variable 

u- = E(x), the mean value of X 

X = the (l-p)th percer.tile of X 

M * Xn CA, the median of X 

d = E(X-u.)2, the variance of X 

b  = E(inX), the mean value of £nX 

a2 = E(ünX-0)2, the variance of inX 

Z = the standardized normal deviate exceeded with proba- 

blllty p, I.e., J    ^—e ~Z^2 

\ 

GZ = p 

For the lognormal distribution, the density is 

f(X) 

- -^ (inX  - 0)2 

1      e  2a * 0 < x < « 
JOTT CX 

where 0    = E[in X]     and      a    = variance Un(X)] 

Then for the lognormal distribution, 

u = e (:)   +   C2/2 M = e 0 

Ap - c 

7.3.5 Prior Estimation of o 

d = e 20 + a' (ea -1) 

Several of the tests (1, 2, ?J}  7, and the Bayesian test) re- 
quire that an estimate of a2 be used for determining specified 
values, evaluating the sample size, or developing the decision 
criterion. To aid in obtaining such estimates, the corrective- 
maintenance data collected for this study were analyzed. 
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Iable XXVI presents the observed c values for the natural 
logarithm of active-corrective-mainten&nce time (c^riART) and 
maintenance man-hours per active corrective maintenance "ction 
(o inMH)'  -Iroe spent on administrative or logistic activities 
is not included, since these time elements would rot normally be 
considered in a maintainability demonstration.  Variances are 
shown for two cases: no-trouble-found actions included, and no- 
trouble -found actions excluded. The latter 1,3 generally more 
pertinent for demonstration in which faults are to be induced, 
while the former may be more applicable for natural-failure- tests 

The sample size.e from which the variances were calculated 
are shown so that a weigh'ed average of several variance values 
can be used if it is determined that such an average would b„ be so 
for estimating the variance of the equ.ipir.en*" under consideration. 10 

In addition, multiple-llnear-iegr^ssion analysis was em- 
ployed to develop prediction equations of the form 

= b^ + b,X-, + b,X, + . 
O    11    c  2 

+  Vr 
where 

/NO 2 / \ 
°  is the predicted value of a     (the dependent variable) 

X, Is the 1  prediction parameter (independent variable) 

b ,b.,... ,b are computed regression coefficients 

The least-squares method was applied through a computerized 
procedure to obta: a the regression coefficients, as well as other 
regression and correlation measur3s such as the standard error of 
estimate, simple, partial, and multiple correlation coefficients, 
and t and P statistics for significance tests. 

Significance tests were used to determine the statistical 
significance of each parameter at the nominal 20-perc^nt signi- 
ficance level. For efficiency, a step-wise procedure was used. 

10 In MIL-STT-471, Test Method 3, a value of a,   T = 0.55 is re- 

commended for use. On converting fj base-10 logarithms, the 
average standard deviation of the 'el  equipments in Table XXVI for 
no-trouble-found actions included is approximately 0.38. Since 
the value in the Standard war- developed from data obtained a 
number of years ago, if the two estimates are representative of 
the same populations, a desirable trend towards reduced variation 
is evident.  It can be conjectured that this variance reduction 
is due 1n part to greater emphasis on maintainability, leading to 
such features as automatic test equipment, computerized trouble- 
shooting, and modular or unit replacement. 
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TABLE XXVI 

OBS. - ./ED VARIANCES — AIR FORCE AVICNIC 
AND GROUND EQUIPMENT 

I 
i       Equipment 

No-Trouble-Found Actions 
Included 

No-Trouble-Found Actions 
Excluded 

Number of 
Observations 

n2 
°ÜnART 

2 
°lnMH 

Number of 
Obrervations 

„2 
GinART °JftME 

Avlonlc Equipment 

APQ-110-Terrain Radar 25 0.584 0.691 16 0.629 0.681 

APN-167-Padar Altimeter 5 0.588 . 1.388 <5 — — 
AJQ-20-Inerüial Bomb Nav. 42 0.373 0.590 22 0.233 0.365 
APQ-113-Plne Control Radar 16 0.814 0.808 8 1.593 I.496 

ARC-I09 UHF Transceiver 11 0.430 O.562 10 0.417 0.546 

APS-109 Radar Homing and 
Warning 

5 0.810 1.02 <5 -- ~ 

APN 59 Search Radar 40 1.100 1.680 55 1.034 1.598 
APN-147 Doppler Radar 6 0.956 1.484 <5 — — 
ASN-35 Doppler Computer 9 0.283 0.528 6 0.197 0.378 

ARN-21 TACAN 33 0.739 0.986 27 0.567 0.732 

APN-157 LORAN 18 0.165 0.237 14 0.208 0.228 

ASN-24 Navigation Computer 14 0.885 1.147 10 0,803 1.053 
ADP-73 Automatic Direction 

Finder 
9 O.699 0.574 6 0.594 0.594 

ARC-90 UHP Communlcatlona !   .5 O.996 1.197 Ö — — 

Ground Equipment; 

OYK-4 Data Processor 12 1.378 2.091 10 1.073 1.54 

aSA-51 Display Consoles 24 1.188 1.638 24 1.188 1.64 

OSH-12 Recorder/Reproducer 11 1.259 1.555 11 1.2*59 1.55 
OSQ-7? Punch Card System 7 0.521 0.412 7 0.521 0,412 

PPS-27 Transmitter 43 O.996 1.426 42 0.984 1.376 

PPS-27 Receiver 24 O.656 1.164 23 0.645 1.094 

PPS-27 BOCK 9 0.505 0 602 b 0.346 0.601 
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Thia procedure1,1 selects th3 most ö5.£nif leant of the Independent 
variables, as measured by the simple-correlation coefficients, 
and then determines If the addition to the overall correlation of 
the most likely remaining candidate (determined by analyzing 
semipartial correlation coefficients) is significant. If there 
is a significant candidate, it is included, and the process is 
repeated until none of the remaining variables can add signifi- 
cantly to the multiple-correlation coefficient. 

Because the dependent variable a" is an average value based 
on samples of individual repair times, it is reasonable to weight 
each observed value of c£ in proportion to the sample size. 
Rigorous weighting would Involve consideration of the variance 
of a variance estimate to achieve required homoscedasticity for 
significance tests (assuming that necessary distributional as- 
sumptions are satisfied). 

For practical purposes, however, weighting was done simply 
by the square root of the number of sample observations for oach 
equipment;, since this tends to prevent disproportionate weighting 
and past experience using this approach with reliability- and 
maintalnabllity-prediction-by-functlon analysis has proven favor- 
able. 

More than 20 possible prediction parameters were evaluated, 
included were various Information-theory parameters, design and 
complexity parameters, and maintenance design and concept param- 
eters . It was decided to eliminate from consideration any cal- 
culated regression equation that did not have logical justifica- 
tion. This primarily involved checking the sign of the computed 
regression coefficient, For example, It would seem logical that 
a parameter highly positively correlated with complexity should 
have a positive coefficient, Indicating t~~t as the parameter 
value increases, so does the variance of repair time. 

The presence of "wrong" signs does not invalidate an equation, 
because such a result may be due to complex interactions among the 
selected parameters. However, past experience has shown that pre- 
dictions based on such equations are considered by some as being 
of doubtful value. Since the results obtained in this analysis 
with Kgood" signs were favorable, the question became somewhat . 
academic. 

Three equations were developed: 

A. Equations for the variance of the natural logarithm of 
active corrective-maintenance time — no-trouble-found 
actions excluded (see note In Table XXVXXI for including 
stich actions. 

xlThe ARINC Research regression program uses the Square Root 
Method described in "A Square Root Method of Selecting a Mini- 
mum Set of Variables in Multiple Regression", Psychos»trlka, 
Vol. 16, No. 3» A. Summerfield and A. Lubin, September 1951. 
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(1) Prediction Inputs — basic design and maintenance 
parameters. Sample size =21 equipments (290 
maintenance actions). 

(2) Prediction inputs — basic design and maintenance 
parameters plus symptom-matrix parameters. Sample 
size ■ 13 equipments (176 maintenance actions). 

B. Equation for the variance of the natural logarithms of 
active corrective maintenance manhours — no-trouble- 
found actions excluded (see note in Table XXVIII for 
including such actions). 

Prediction inputs — basic design and maintenance 
parameters. Sample size » 21 equipments (290 
maintenance actions). 

The difference between A(l) and A(2) is that the latter re- 
quires development of a symptom matrix from which the efficiency 
of information transmission, ET, can be obtained. Information 
was available to compute ET values for only 13 of the 21 systems. 
Equation A(l) does not Include symptom-matrix parameters. 

For application to corrective-maintenance time, equation 
A(2) will generally provide more precise results, but quantifi- 
cation of the ET parameter is somewhat laborious. If a symptom 
matrix has not been developed for predicting fault-location time 
as prescribed by the procedure presented in Volume 1, A(l) may be 
preferred In terms of the effort involved. 

The prediction parameters involved in the three equations 
are summarized and quantified in Table XXVII. Table XXVUI pre- 
sents the three prediction equations and necessary parameter 
constraints to avoid Invalid application. The list of sample 
equipments presented in Table XXVI should also be examined to 
determine the applicability of the sample equipments to the 
equipments under consideration. The actual regression runs are 
duplicated In Appendix B. 

Various regression and correlation statistics pertaining to 
the three equations are «summarized in Table XXUC. R*, the multiple 
correlation coefficient squered, is a measure of the total varia- 
tion in the observed variance values that can be explained by the 
variation in the prediction parameters. Since the calculated P 
values exceed the corresponding critical F values, these K& values 
are statistically significant at the 0.05 level. The standard 
error of estimate, s, la the standard deviation of the observed 
(sa.nple) values frosB the regression p'^ne. As described below, 
s is used for confidence-interval prediction. 
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TABLE XXVII 

PREDICTION-PARAMETER QUANTIFICATION 

Symbol Description Equation Quantification 

ST Efficiency of Information A(2) See Volume 1, Section ? 
Transmission • A measure 
of the amount of Informa- 
tion presented by failure 
symptoms 

MC Maintenance Complexity A(2) See note below 
Factor - A checklist score 
representing the relative 
amount of effort and time 
required for the preparation 
and fault-location activities 

RP Relative Power Consumption m 
B 

1 - Low 
(o to 250 watt«) 

2 - Medium 
(250 watts to 5 kilowatt«) 

The steady-state power, in 
watts, consumed by the 
equipment In Its most power- 
conruming mode of operation 

3 -High 
(over 5 kilowatts) 

SD Signal-Data Handling - The A{1) 
B 

Dae sum of following appli- 
cable weight«: 

Analog (Signal)   - 1 
Analog (Computing) - 2 
Digital         - 2 

type of circuitry used to 
process a signal 

TC Test Concept - The equip- A(l) 
fi 

Automatic Self Test    - 1 
Semi-Automatic Self Test - 2 
External Teat Set     - 3 
Standard Teat Provieione - 4 

ment-testing philosophy for 
on-line maintenance 

(Urn. average If more than 
one category applies) 

NOTE: To obtain the value of MC, aj 
following list are checked, a 
In parentheses) are totaled. 

plicable test characteristics from the 
ind the checked scores or weights (shown 

Test-Equipment Requirements 
None (l) 
One equipment (4) 
Two equipments (5) 
Three equipments (6) 

Maintenance-Manual Requirements 
None (1) 
One manual (4) 
Two or more manuals (p) 

Access for Preparation 
Be need for preparatory action (1) 

* Removal of p»inel or plate (3) 

Symptom Indications 
Obvious Symptome present (.11 
Some Indications nrs&ent (4) 
Ho clear failure Indications (6) 

, aiarm-Uj) Requiresaml» 
None (1) 
Two to rive minute»' warm-up (3) 
No?« than five mittut«"«' wrm-up (6) 

Cycla-Down Requirements 
x              Nona (1) 
•      Two tc five minutes' eye ".«-«Sown (3) 
nte    itore than five ailnute»' 

cycle-down (67 

Tool Requirements 
«one (1) 
Standard tool kit (2) 
Special tools (3) 
Both standard and Special tools (4 

Special-Handllng-Bqulpawnt Requires«) 
None (1} 
Equipment required (3) 

i 
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TABLE XXVIII 

VARIANCE PREDICTION EQUATIONS* 

■& Equation A(l):  a*/nART = -O.8OO + 0.385(RP) + 0.221(SD) + 0.117(TC) 

Constraints: 4 -  RP + SD + TC *  10 

Equation A(2): S2/nART - 0.036 + 0.225(RP) + 0.ö23(MC) - 0.7Ö5(ET) 

Constraints:  li s MC * 30 
0.07 s ET s 0.70 

Equation B:    ^tnMH °°  -°-711 + 0.501(BP) + 0.170(SD) + 0.133(TC) 

Constraints; 4 * RP + 3D + TC s 10 

»Equations apply for predicting the variance when no-troubla- 
found actions are excluded. To predict cr2 when no-trouble- 
found (NTP) actions are included, the following average 
relationship derived from the data in Table XXVI can be used: 

A2      /   £\A2 
CTNTF-IN = (1,106JoNTF-QUT 

TABLE XXIX 

SUMMARY OP REGRESSION STATISTICS 

Equation Dependent 
Variable 

Sample 
SJze R R2 

Standard Error 
of Estimate,  s 

Calculated 
P Value 

Critical P 
Value (5#) 

A(l) 2 
0 InART 21 0.81 0.65 0.256 IO.65 3.20 

A(2) o2 

inART 13 0.85 0,72 0.210 7.82 3.86 

B o2. .«, inMH 21 0.80 0.64 0.301 10.15 3.20 
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To obtain a confidence-Interval prediction, the equations for 
the confidence limits are as follows: 

2   ~2  . o £ « c? - k 

U a2 + k 

where 
•^2 2 
CJ io the predicted value of c obtained from the regression 
equation 
2     2 o£ and c  are lower and upper confidence limits, respecti- 
vely, for the variance 

k = t, 

r r      r-1 \i/2 

(a/2,d) «{»+^ Cii Xi + 2£    ^ °iJ W 

where 

m number of observations used in the regression 
analysis 

r - number of independent variables (prediction para- 
meters in the equation) 

t/_/p *\ m  * statistic for a 100 (l-a)# two-sided confidence 
^  '    interval based on d ■ (m-r-1) degrees of freedom 

(use t/ ,\  for a one-sided interval) 

s *=■ standard error of estimate 

c.1 = computed Gauss multiplier 

x, » deviation (X4-T,) where X- is the value for the i
th 

independent variable in the prediction equation and 
XL is the mean of th** observed values for the itR 

parameter in the sample data used for the regression 
analysis 

Table XXX presents the information necessary for computing !c. 

Prediction of confidence limits night be desirable for in- 
vestigative purposes. For example, a two-sided interval provides 
a rang'» for o2 that would provide information or. minimum and maxi- 
mum expeeteU sample sices for a particular demonstration test under 
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TABLE 

FACTORS FOR CONFIDENCE- 

XXX 

INTERVAL PREDIGTION 

Equation Dependent 
Variable 

m r (905« Limits) s 
Independent 
Variable *i Gauss 

Multipliers Symbol i 

;   A(D °2. inART 21 3 1.74 0.2559 RP 

SD 

TC 

1 

2 

3 

2.071 

2.130 

2.457 

cll = °-1011 

c12 = O.OO927 

c13 - 0.01501 

c22 = 0.05615 

c2., = 0.01845 

c33 = °-1021 

A(2) .2 
0 /nART 13 3 1.83 0.2097 RP 

MC 

ET 

1 

2 

3 

1.951 

I.898 

0.402 

cll = °-3256 

c12 - -O.OI531 

c^ = 0.2043 

c22 = 0.00256 

c23 - -0.01105 

c33 = 0.3231 

B „2 
inMH 21 3 1.74 0.3015 RP 

SD 

1 

2 

2.071 

2.130 

c,, -- 0.1011 

o12 = O.OO927 

TC 3 2.457 c13 ■ 0.01301 

c22 - 0.05615^ 

c23 m 0.01845 

cg3 « 0.1021  | 
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p 
consideration. An upper confidence limit may be computed on a 
and used in the demonstration as a conservative practice. In 
Section 7.5> specific uses of confidence limits on c2 are dis- 
cussed in connection wi^h developing a prior distribution of 0, 
the expected value of £nX. 

7.3.6 Fixed-Sample-Size Tests, Lognormal Distribution 

7.3.6.1 Introduction 

The tests presented in this section are those in «hjch the 
sample size is specified and the decision criterion is based on a 
lognormal assumption for the distribution of X, the maintenance- 
time random variable of interest. In the interest of generality, 
X will net normally be further identified, but it should be clear 
that X can represent either corrective- or preventive-maintenance 
time or man-hours, and that parameters such as mean, median, or 
percentlle refer to the specific time identification represented 
by X. 

7.3.6.2 Test Number it Test on Mean of Lognormal 
fljtSfcrjji)Ufcj_on 

General Description of Test. A fixed-sample test on the mean 
of a logriormai distribution that is based on the asymptotic nor- 
mality of the sample arithmetic mean (central-limit theoram). 
Sample sizes of 20 or more should be chosen to approximate the 
asymptotic distribution adequately. 

Underlying Assumptions. Maintenance time can be adequately 
described by a lognormal distribution. The sample size is large 
enough (say, at least 20) so that the central-limit theory 
provides a good normal approximation to the distribution of the 
sample mean. 

Hypotheses. FU: Mean « |x 

Hji Mean - y^,  (n, > \iQ) 

Sample Size. For a test with producer's risk o and 
consumer™ 3 risk ß, 

mm2äkl Sa? (^ - » 

where H   is a prior estimate of the varianoe of the logarithms of 
Maintenance times. 

Z0 and Zß are standardized normal deviates« 
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Decision Procedure. Obtain a random sample of n maintenance 
times, X-. .• X2, ..., X , and compute the sample arithmetic mean. 

n 

-41 * 
i=l 

and the sample variance 

Accept H0 if X 4 MQ + Zad//n 

Reject HQ otherwise. 

Discussion. This test corresponds to the mean test of Method 
2, MEL-STD-471, except that it provides a control on both a and ß 
through proper choice of the sample-size value. 

Since the mean and variance of X are assumed to be finite, 
by the central-limit theorem, the sample airthraetic mean, X, is 
approximately normal for large n with mean » E(x), and variance *> 
V(X). Hence, on the basis thai 

vtx). d2 - e20+a2(ea2-D - n2(e°2-u, 
the following are true: 

under HQ: X~ N(nQ, HQ (6
er -l)/n) 

under H,J X ~ N(n1, \i^(ec  -l)/n) 

The distribution of X under the two hypotheses can be represented 
by the following diagram; 

Area « a 

i ' 
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•; 
i 
I 

It is necessary to choose a critical value C (HQ rejected if 

1. > C) such that if M VQ,  there is a probability of a  that 

1 > 0,  and if M ■ a-.,, the probability that X ti C » ß 

Thus, under the asymptotic normality of X\ n can be determined 
from the following two equations: 

^0 + Za *V(xJ " C 

^1 " Zß VY(Y  ) = C 

or 

aa
2_,N 1/2//-_.. _ * .. /ßa

2 *l/2 ^o + We -ir'VVn - n2 - z^(ea -i)v7VH 

which yields 
1 Vo + Vl)2      »2 

((ij - n0)
2 

/ L   LI-   +■   £aLU \ 2 d 
n . LJO—^IL (e° -i) 

To provide maximum assurance that the a and ß risks are being 
preserved „hen a prior estimate cfi  is used in the above equation, 
the upper limit of any interval prediction or estimate on a2 ghould 
be used. 

To indicate the rapid approach to normality of the sample 
mean X\ 100 samples each of sizes 10, 20, 30, and Ko  were generated 
from a lognormal distribution with parameters 9 = 3.75 and a  » 0.85. 
These values are approximately the average values observed in the 
field data obtained for 21 different Air Force equipmer.tö. For 
each sample of size n, X" was computed and the distribution of 100 
such values was tested by the Kolmogorov-Snirnov Test. Table XXXI 
compares the theoretical and observed values of the mean and 
standard deviation of the X_ distributions and the Kolmogorov- 
Smirnov statistic, D, of the maximum absolute deviation between 
the observed distribution function and the theoretical normal dis- 
tribution function. 

For 100 samples of X_, the hypothesis of normality is rejected 

at the 10-percent significance level if D > 0.122; at fc'ie 5-percent 
significance level, the critical region is D > A 136. From Table 
XXXI none of the samples can be rejected at the 0.05 level, but 
the n ■ 20 cape would have been rejected for a « 0.10. Surprising- 
ly, the n « 10 case yielded the smallest value of D, but this must 
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be Interpreted as being due to sampling irregularities since it 
is known that the approach to normality of any X* distribution is 
monotonic in the sencs that as n Increases, the observed distri- 
bution more closely approaches the theoretical normal. 

TABLE XXXI 

E .ORETICAL AND OBSERVED VALUES OP MEANS AND VARIANCES 
AND KOLMOGOROV-SMIRNOV STATISTICS FOR NORMALITY TEST 

Sample 
Size, n 

Theoretical 
Mean 

Observed 
Mean 

Theoretical Observed 

°X 

Observed 
Maximum Devia- 

tion, D 

10 

20 

30 

40 

61.0 

61.0 

61.0 

61.0 

62.0 

60.3 

61.8 

60.2 

19.9 

14.0 

11.5 

9.93 

19.0 

12.9 

11.1 

10.0 

0.072 

0.131 

0.098 

0.119 

Example. It is de jirod to test the hypothesis that the mean 
corrective-maintenance time is equal to 30 minutes agaxnst the 
alternative hypothesis that M.  -  45 minutes under the lognormal 

assumption. Previous data indicate that a (the variance of in X) 
«0.6. The a  and ß risks are set at 5 percent. 

Then; \iQ  = 30 

H2 - 45 

If the sample-size equation is used, the following is 
obtained: 

(45-30)2 

7.3.6.3 Test Number 2: 
Distribution 

Test 01 Median of Lognormal 

General Description of Teat. An exact fixed-sample test on 
the median of a" iogriormal distribution that is based on the t dis- 
tribution. Since the test is exact, sample slse is restricted 
only by the a and p risks. Since the median of a lognormal is 

equal to 6 , testa on W are equivalent to tests on 0. 
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Underlying Assumptions. Maintenance times can be »»dequately 
described by a lognormal distribution. 

Hypotheses. HQ: Median = K* or 9 = 9 =- in MQ 

Hx: Median -M. or 9-6 .InM. 

Sample Size. The sample-size equation presented below for 
given a  and ß risks Is derived In Reference 1 (see list of re- 
ferences at end of the Seccion). 

, Z ^\ 
n» 1 +(j+ -?$-)    (Round up to next 

Integer.) 

where 
a - \ k ~    °* 

rtZa+Zß/ 
rwp 2 o    » prior estimate of a 

Decision Procedures. Compute 

6      1 ^ 9 = i ) inXi  and  s 
1-1 

n 
1 [V, 

1.1 

v 2  Ä? 
InX« )  -nec 

Accept H. If 8 S fln + t ,, .. s/vn: reject Hrt otherwise, where 0        0    n-1 . Ct 0 

'n-1* c is the 100 (l-a)fctt percenlile of the t distribution with 
(n~lj degrees of freedom. 

Discussion. This test corresponds to Test 3 of MIL-STD-471 
except that control on both 1  and ß is provide^ through proper 
choice of n. Sincp M* « 0®,  any hypothesis on M yields an equiva- 
lent hypothesis on 9 by the relationship 9 = tu M.  Since 9 « 
E[in X) and in X is ncrraaDly distributed with mean 6 and variance 
a 2,  the quantity 

§ - 9 

s/ /n 

has the t distribution witn (n-1) degrees of freedom. 

Thus lognormallty and a median specification yield the well 
known t test based on a normal distribution. The sample-size 
equations are based on the approximate normality of s. Details 
of the nature of the approximation are given In Reference 1. 
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7.3.6.4 Test Number 3s Test on Critical Percentlie 

General Description of Teat. A fixed-samole-size test on 
the imin^imrice time "correspotid'Ing to a particular percentlle 
when the underlying distribution Is lognormal. The decision cri- 
terion is based on the asymptotic normality of the maximurt- 
likelihood estiiaate of a percentlle value. 

Underlying Assumptions. Maintenance times can be adequately 
äescrTBlioHJy'a lognormal distribution. Under this assumption, it 
is further assumed that sample size is large enough (say greater 
than 10) so that the statistic {% + L s) is approximately normally 
distributed. p 

Hypotheses. Kn: (l-p)th percentlle, X = T..( or v P      ^ 

P [X > TnJ = p 

tth H^: (l-p)tn percentlle, X * Tx 

P [X >T:] = p, (Tx > T0) 

or 

Sample Size. To meet specified a and ß risks, the sample 
size to oe used is given by the formula 

"Z„+ Z 
n = ( 7<r*~} ?r I y--^-lf-j     (Round up to next Integer.) 

where 

r is a prior estimate of ac 

S is the nomal deviate corresponding to the (l - p) 
p percentlle 

th 

Decision Frocedure. Compute 

n 

9 

i»l 

n 

H I texI 

^-vv^Äf2 
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where 

i-1 

Accept HQ if 9  + Z s £  X*. 

Reject H« otherwise. 

Discussion. This test corresponds to the test of WL^ t of 

Test 2, MIL-STD-471. As pointed out in Subsection 7.2-3, the 
MIL-SxD-471 test has an unspecified risk and its use is thus 
quite limited. 

The basis for this test is as fellowss Under the lognormai 

assumption, the (l-p)th percentile value is given by T   - ee+2p°" 

Taking logarithms gives ^n X_ » 9 + Z o; therefore, if maximum- 

likelihood estimates are used for the normal parameters 9 and cr, 
the maximum-likelihood estimate of the (l - p)™1 percentile is 

In jL  - &  + Z a 
P      P 

«here 

9 1 ^ 54 in X4 

s 
n 

I  fP ,     .0   ^2 

»LA ] 
As shown in reference 2, p. 58, X is approximately normal unless 

n is quite snull (say, under 5)» with mean and vavlance given as 
follows: 

E(Xp) » S[9 + ZpsJ - e + Zpff - Xp 

r Z  2 
Var{Xp) « Varl$ + Zpe] - o2 j £ + sr^rrj 
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To meet the producer's and consumer's risk requirements, a 
critical value X* has to be chosen for the sample estimate of the 
(l-p)th percentile, X ,  such that v * 

P [X > X*JX = TQ] » a  and 

P [X > X*|X « T2] - 1-ß 

Because of the approximate normality of X , X* must satisfy the 
equation p 

X* - T 
/""'' 1° - Z„ or X* = T, 
/Var X_   a 0 //är X. Z„ /Var X„ Ci P 

and, similarly, 

X* - T, 

/vär" 
*P 

Jl-ß 
or X* = T, A Var X. 

Equating the right-hand sides of the above two equations and sub- 
stituting for Var X (using n rather than n-1 in the second term) 
yields the sample-size equation 

/ 
2 4- Z ^W^) 

Example. Assume that the following two hypotheses are to be 
tested with a - ß <■ 0.10: 

H0* X0.05 " 1'5 

Kls ^.OS " 2'° 

p 
Assume that r  ie estimated to be 1. 
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Than 

» 62 

and the critical value Is 

x# - TO + v II+mm 

- 1.5 + 0.250s 

7.3.6.5 Test Number 4: Test on Critical Maintenance Tiaae 

General Description of Test. A fixed-sample-aisse test on the 
probability tnat a maintenance action will be completed before a 
specified time interval. This type of test is applicable when 
direct control on availability or turnaround time is Important. 
For example, if operational requirements dictate that an aircraft 
be available within 30 adnutes aftsr an Initial alert, the prob- 
ability of completing any necessary equipment repairs within that 
time period should be high. 

Underlying Assumptions. Maintenance times can be adequately 
described by a lognormal distribution. With the lognormallty 
assumption, it is further assumed that the statistic (§ + Z s) i» 
approximately normally distributed. p 

. 

Hypotheses. HQ: P[X > T] « pQ or T « X 
*0 

Kx: P[X > T3 - px or T m Xp , {p% >  pQ) 

where T is a specified time and 

X_ is the (l-pfl)
th percent!le, i » 0 or 1 

Note that this test and the preceding test have the same null 
hypothesis HQ but differ in 8L since test number 3 keeps the per- 

centlie value, X , constant and varies the time, T, while this 

test ke*ps T constant and varies X^. 
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Sample Size. To meat specified a and ß risk requirements, 
särapl« the sample size is determined from the equation 

/k2 + 2V2« + ZB \2 

n ■ (  g jy 2 z   )      (Round up to next integer.) 
p0 " pl 

where 

o?i   ß Po 

a   P 

and the 2's represent standardized normal deviates. 

Decision Procedure. Compute 

n 
'"■'' 

A 
9-± 

s 

»  inX. 
n A.   i 

i»l 

ZaZPl 
+ ¥p0 

Accept HQ if 0 + ks * T. 

Reject HQ otherwise. \ 
\ 

Discussion. This test is an application of the well known \ 
plans for acceptance sampling by variables where the quality crl- ' 
terion is based on percent defective. A discussion of this test 
and derivation of the equations for k and n are given in Reference 
3, PP. 303-311. 

Example, It is desired that 95 i»rcent of all repairs be 
<;ompie¥ecTwithin 1.5 hours. An equipment for which only 85 per- 
cent of repairs are completed in less than 1.5 hours is considered 
unacceptable. A test is to be conducted with a » 8 ■ 0.10. 

I 
The hypotheses are: 

H, X0.05 
H, X, 

0.15 

1.5 

1.5 
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Then 

k . 
Z0.10*0.1g * *0,10Z0.0;> m U.aBHl.O») + U.28)(l.6»5) *, gjjj| 

zo.io + zo.io 2,5B 

and 
■ 

v., 

' 

Thus 34 observations are sampled 
strated if 

„ - A*.3»)    +- 2\ ( 2.56     V 

«34 

and the requirement is demon* 

1.34s * 1.5 0 + ks 9 + 

7.3.6.6   Test Efaaber 5:    Test on Joint Specifications of 
Lognormal Parameters 

j 
General Description of Test. A fixed-sample-sls:e test 

any one of various possible pairs of lognormal parameters such 
as the mean «ind percentlie. Table XXXII presents the equations 
for converting the values of the two parameters specified to an 
equivalent specification on 9 and a2, the mean and variance of 
JhX, a normally distributed random variable. Since the form of 
the critical region depends on the relationship between the null 
and alternative parameter values, the reasonable restriction 
that a,*1 > an was made to simplify the presentation. '1 '0 

Assumptions. The distribution of maintenance times can be 
described adequately by a lognormal distribution. 

Hypotheses. The null and alternative hypotheces may specify 
values for any "of the following pairs of parameters: 

Mean - Variance! Mean - Percentile; Median - Percentiles 

Px
th Percentiie - Pgth Percentiie; Mean - Median 

Table XXXII presents the equations for converting hypothe- 
sized values of any of the above pairs to an equivalent hypotlje- 
sla on 6  and cr2. The general set of hypotheses is then as 
follows: 

«0: 9 

hs  6 

e
n> o 

2 
a    - o, , (o 

2 v ?\ 1 >°a  ) 
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TABLE Xmi 

WtlATIQVSMV BETWEEN S AND a2 TO PAIRS OP 
SPEC       3) LÖGNÖRMAL PARAMETERS 

Specified 
Lognormal Parameters 

Moan 

Variance « d' 

Equivalent Specification 
on Normal Parameters 

0 = inn2 -^n(d2 + M2) 

L u.   J 

Mean » ! '■ 

p  Percentile 
(see Note) 

Median - M* 

.th Percent!le 
P 

(l-p1)
th Percent!le * X 

(l-pjth Percentile - X„ d Pg 

Mean » \i 

Median «* M" 

e - in\i - o /2 

02 " [V(
Z

P
2
 

+ a'»«^))''2]1 

6 =s inM 

O       ~ 
in (Xp/3Q 

*P 

9 

a 

Zn   £nXn   - 'Z     In Hr p2       pl       pl p2 — *   . zr 

e = JnM* 

<?2 . 2J::(uVfif) 

MOTE: The Mean-Percent lie specification dues not lead to a 
unl<iue lognormal distribution. Equations for 6 and o 
represent the more reasorj&le of two possible oaraReter 
sets. For application, the following Inequality aist 
be satisfied: Z 2 > 2io (TUty). 

148 



with associated ricks of a and ß.    For the common mean-percentile 
cest It can be determined from Table XXXII that the requirement 
e^2 > a0

2 mean» that 3f    /nx > 2pn/H)- 
1      W 

Sample Size. The sample size for this test to meet speci- 
fied a and ß risks Involves the distribution of the noncentral 
chl-square distribution, for which tables are not generally 
available. It can be shown for this application that if the 
sample size is 25 or more, a reasonable normal approximation to 
the noncentral chl-square distribution is possible. Since sam- 
ple sizes of 25 or greater have been established as standard for 
all tests described in this report, this restriction Is not 
critical. 

umsf : 
■ 

The equations for obtaining n are as follows: 

i8l     00) /°0 ,    ▼ - ox /a0 
■ " 

2.     M_   m VK/tV _   T\2 

■ . 

-      ■ 

HQ = K/(V - I)2,    ^ • VX/(V - 1) 

A0 - (1 + 51^)/(1 * H,),    A1 - V(l + 2^)7(1 + 1^) 

B0 = 2(1 + HQ),     B1 * 2V(1 + J^) 

F    - B0 + Sx,    0 - A0 + A3  +  (A^2^  - A1
1/2Z1^)2 

a    - (B0 - B^2, b « 4(A1B0 + A^) - 2FG, c ■ 02 - 

Then the required sample size is given by the equation 

r-g——— 
- b +v b    - 4ac a «- -gr-  

Table XXXIII presents the solution of these equation»* for 
various values of K and V for the cases a • ß * 0.05, 0.10, and 0.20 

To use the table, the K and V values are calculated from 
the hypothesised values of 0Q, SU, 0Q

2, and cr^2. For the appro- 

priate risk (0.05, 0.10, or 0.20), the value of n can be deter- 
mined from the table by interpolation. To be conservative, for 
nonlisted K and V values, the next higher V and next lower K 
values in the table may be used to ensure that the risks are no 
greater than specified. 
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TABU XXJIIX 

SAMPLK SIZM ?CR TEST WSH3ZK 5 
IUR: a - B   - 0.05,  0.10,  0.20    ANO FOB VARJOBB K AND V VALUES 

...    , 
a > 0.05, p • J.05 

V 1.1 1.2 1.3 1.» 1.5 1.6 1.7 1.8 1.9 2.0  j   ^N^ 1.1 1.2 1.3 1.4 1.5 1.6 1.7 l.C 1.9 2.0 

0.0» 45& 311 209 1»? 111 87 71 59 51 44 0.12 91 85 78 69 61 54 48 43 39 35 
3.04 326 2*6 175 133 103 82 68 57 49 43 0.14 79 75 70 63 56 50 45 41 37 34 
C'.Olt 253 20* 157 121 96 78 65 55 48 42 n.16 69 67 63 57 52 47 42 39 35 32 
0.05 zor 17« 139 111 89 7» 62 53 46 41 0.18 62 60 57 53 48 44 40 3? 3» 31 
0.06 175 15i 125 102 8» 70 60 52 45 40 0.20 56 55 52 49 45 41 38 35 32 30 
0.07 152 135 11* 95 79 67 5? 50 44 39 0.25 »5 »5 43 41 39 36 3» 32 30 28 
0.06 13* 121 10» 88 75 6» 55 48 »3 38 0.30 38 38 37 36 34 ,52 30 29 27 25 
0.09 120 110 96 83 71 61 53 »7 42 37 0.35 32 32 32 31 30 29 28 26 25 25. 
u.ic 109 97 89 78 67 59 51 »5 41 37 0.40 £8 28 28 23 27 26 25 25 25. 25. 

a = 0.10, ß   » .10 

1.1 1.2 1.3 1.» 1.5 1.6 1.7 1.8 1.9 2.0   j K\^ 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0    ' 

O.Oi 467 256 x53 102 7» W »6 38 32 28 0.12 56 53 48 42 38 33 30 26 25 ?5 
0.02 278 189 1128 91 68 53 4» 36 31 27 0.14 48 »6 42 38 34 3i 28 25 2g ?5 
0.03 198 150 109 81 i«ä 50 42 35 30 27    j 0.16 «2 41 38 3c; 32 29 26 ?5 25 '& 
0.* 15» 12» 96 7» 55 »8 4o 14 29 26 . 0.16 38 37 35 32 30 27 25 S£ 25 ?j> 
0.09 126 106 85 68 55 »5 38 33 29 25 0.20 34 33 :>2 30 28 25 ?5 .25. 

a5 25 
crn *■ V* 66 56 »7 40 35 « 2? 2£        0-22 31 31 30 28 26 ■SL 25 25 ä 25 
'..10 66 61 55 »8 »1 36 32 28 25 25_     li 0.24 29 26 27 25 25. £ 22 25. SL 25 

a = ,0.20, ß  » 3.20 

y^ 1.35 1.10 1.15 1.20 1.25 1.30 1.J5 
1 
1.40 1.45 1.50 jN^ 1.05 i.10 1.15 1.20 1.25 1.30 1.35 1.40 1 45 1.50 

0.005 m 30« 197 1*. 97 7» 58 48 40 34 0.040 71 67 61 54 47 42 37 32 29 26 

0.010 236 201 1*9 Ill 85 67 54 45 38 33 0.045 63 60 55 50 44 39 35 31 28 25 

0,015 179 ISO 120 9» 75 61 50 42 36 31 O.050 57 55 51 46 41 37 33 30 27 25, 
0.020 137 120 100 82 67 55 47 40 34 30 O.060 48 46 44 40 37 33 30 27 25 22 
0.025 111 100 66 72 6. 5: 44 37 33 29 0.070 4a 40 38 36 33 30 28 25 tl 11 
0.030 93 86 76 u5 56 48 41 36 31 28 0.030 36 35 34 32 30 28 d6 25. £5. 2f> 

0.035 80 75 67 59 51 44 39 34 30 27 0.090 32 32 31 39 27 26 *S 25. 25 Si 
0.100 29 29 28 27 25 25. a 24 11 25. 

Hot« ~  A  11T  under 25  (1.*., 
35 1* recoasneraded as a 

  -        ■■ - 

$1 ■anl 
algal 
au» t 

flat 
or M 

that 
lemon 

a lower samp 
stration. 

1« tAti th an 25 nay be used t>u t 
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Decision Procedure. The decision procedure la as follows: 

(1) Obtain a aarapls of n observations of maintenance times, 

1* 2' * * *' n* 

n 

(2) Cowpute Z « -ij > (InXj - p)2 » -Sj Fs2 f (Y - p)
2] 

a0    1-1 a0    L J 

eogi2 - eigo2     P0V"91 where    p = * =^-~ - — = 
•i -v      v-1 

11 

1*1 

r. 
s2 -s[£(*«i)2-^ 

1=1 

(3) Connate 

IL-
(eo-p)2      K   w     : 

1+21^ (1 + ^)2 

u - 1 + MQ »   v = n TT^HQ 

(4) Compute 

c -|(z0+ V2v-=-T)2 

(5) If Z s C, HQ is rejected 

If Z < C, HQ is accepted 

12 
Discussion. The basis of this test Is developed from the 

Neyman-Fearson lemma, which states that the test critical region 
for rejecting HQ consists, of points in the sample space such that 

-(X|HQ) 

12. For further details see M. Kendall and H. Stuart, Advanced 
Theory of Statistics, Vol. 2, Griffin, 1961, pp. 17*-175; 227-229. 

151 



""WST 
.. . i- ii  .i.iii .i   "»^" 

where 

X -= (Xp X2, ..., XR), the sample observations 

L(X(H.) Is the likelihood of the n sample observations if 

H.(j=0,l) is true 

kQ Is a constant (>0) such that the a-risk Is satisfied 

If Y, = JnX,, then 

L(Y|Hj) = (^5F Cj)"11 expf.-i-g^ (Y1 - 0j)2j, j=0,l 

,1 1=1 

2    2 
and for «^ > a . the above likelihood-ratio inequality can be 

shown to reduce to 
n 

1=1 

wherke cft Is a constant independent of the observations. 

Since Y~ N^0,o0
2) under HQ,   (Y - p)/a0 - N [(0o-p)/oo,l 

N 
"      Y    - c 

Then It can be shown that    )    | —= , 
L   \    ?0   J 
1=1 

has a noncentral chl- 

square distribution with n degrees of freedom and noncentrality 

parameter n I —-—-1 = nt^. Thus a test of size a is obtained 

by finding the 100 x(l  -a) percentile of a noncentral chi-square 
distribution with n degrees of freedom and noncentrality param- 

eter n*^. If this percentile point Is denoted by X (nJLjo), 

the decision criterion is as follows: 

n      .2 

Reject HQ If )     (-- 

1=1 
—; -z * *„ (»v«) 

where 

p[z a X^2(nl^,o)!^  = a 
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and 
,2 

Z ~ Xn C11*^)* a noncentral chi-square v&riate. 

The power of the test is then defined as 

1 - ß - P[Z * Xt;
2(n^),a)jH1 

and thus the distribution of Z under H, is required. Since 

(Y - p) ~ $(Q^  - p, ai ) ander H^ then 

Z (r^V = "V ~ X„ (n^), where ^ = My—) 
1=1  al      al x ' 

Hence,  the power function is 

1 " ß 
al al J 

= pjx'2^) * ^x'^nM^a»!^ 

'p. 
If Xn (>)  is a nonceatral chi-aquare variate with n degrees 

of freedom and noncentrality parameter  A, then let 

u = n + ?* . v =. (n + j)2 
n + x    ' n + 2-A 

Then for v over 30, 

,     /2/%Xvl/2 

V     u (2v - 1) . 1.1/2 N(0,1) approximately. 

Prom this approximation, the following a'-e obtained from 
the a and 1 - ß equations 

u. 
Xa

e(n^fo) - ^ (Za + /2v^l). 

X^nM^a) - V ^ (2"i . ß+ /sTf^ 
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where 

UI = 

1 + 2Mj_        (1 + U,)' 

mq~ * vi a n l f gMt »1-0,1 

Equating the right-hand sides of the above two equations leads to 
tne equation for n. 

gxaaple. Assume that 

HQ: Mean = 0,5, 95tn Percentile =■• 1.5 hrs. 

H^: Mean = 0.8, 95th Percentile- = 2.5 hrs. 

a = ß m  0.Ö5 

Equivalent ly, 

Then 

HQ:    0 = -1.128, a   = O.869 

Kx;    0 = -C.715, o2 = 0,?8k 

ir - (63 " 80)    - (-0.715 + 1.128)2 prt 

V - 0 u7Ö*r -t    -j T 

CT09    1,:L3 

ftrom Table XXXIII, for a =-- f$ =~- 0.C5, K = 0,20, and V = 1.1, 
the required s&sple size id found to be equal to 5o observations. 

7*3.7   Sequential Tests - Logncrmal Distribution 

7.3.7.1   Introduction 

Three different sequential naintainabillty-deiaonstration 
tests are presented in this subsection: 

■ Test on a Joint specification of lognorm&l parameters 
• Test on the mean, median, or parcentile of a lopnoraal 

distribution 
o 

• Test on a critical malrsenanee time, a"  unknown 
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7.3 c 7. i:   Teat Kumber 6:    Sequential Test on Joint Spec If lea- 
tloii of LqwjoriBftl Parameters 
■ mwmi 11  iiiniiiinrtWii ■   n    ■■ ■      ■■ w    wmmmmmmmmmm 

Description of Test. This test Is the sequential analog of 
Test WUB& 5t in wnicn any one of various possible pairs of log- 
normal parameters may be specified. Table XXXII is used again tc 
convert the original specification« to one In tern» of 9 and or, 
the mean and varlence of  JnXs which is normally distributed. 

AssungtIons. Maintenance tines can be adequately described 
by a lognormal distribution, Simple random sampling is performed. 

2   '*    '        ~ 
The original specification 1B such that a.    > oQ~. 

spec 
Hypot 
lfffe: 

othesea. Any of the following pclrs of parameters may be 

Mean - Variance; Mean - Percentlle; Median - Percentile 
« th Px

th Percentlle 2 Psrcentlle; Mean - Median 

Table AXXII presents the equations for converting hypothe- 
sized values o£ any of the above pairs to an equivalent hypothe- 
sis on 0 and ac. The general set of hypotheses is then as 
follows: 

V e 

%: e =61 

with specified c* and ß risks. 

V 
» o ("i2 > "o2> 

Sample Size.    The sampla sise for a sequential test is a 
random variable.    For the hypothesized pairs, the expected values 
of n are as follows: 

B(n(S - $Q, cr2 - a0
2) 2[(1 - q) JhB ♦ «jnAj 
 HB " —"~~ "^ — 

B(n|0 • •*, cr' a,2) = 

ia&)+^i 
üßi"B + ,,(1 :J) /nAl 

o,2 - ou2 + (e, - e. >of] 

where A * a ,    B 
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DeclaIon Procedure, The decision procedure is as follows: 

(1) Compute 
la a \2 ~  2        2    2 

»   M      n + *n   H , JJ =    g  ■   , £, =■ 7 
ci - °0 

2      2 
Sla0 " 60al 
7 

0       u0 ul ffl " a0 a0       °n 0 

(2) Compute 

am = 2DinB + CDi0  for m = 1, 2, 3, ... 

bm = 2DJnA 4 CDm  for m » 1, 2, 3, ... 

Random samples of maintenance-task times X,, X2, ... are 
obtained a« long as 

(^nX1 - E)d  < bffl 

A decision is made the first time the above Inequality is violated. 

Thus: m 
V"' > 

Accept IL. after m observations if ) (iiiX., -  E) $ a . 
M-l 

Reject I» afte? m. observations if 
m 
> (JriJq - E)2 ft b 

1=1 
a 

Continue testing otherwise. 

Since the acceptance and rejection boundaries are linear 
*i£h % the number of sample observations, a graphical procedure 
is easily established (e.g., in Figure 2, Section IV). 

Discussion. The test hypothesis and the use of sequential 
sampling corresponds to Teat Method 1 of MKL-STD-471. However, 
the latter is based on converting a mean and percentlle specifi- 
cation to two percentlle specifications and then employing a 
binomial-type sequential test. This test makes direct use of the 
lognoraal assumption and therefore should have better efficiency 
in terms of sample size for the comparable MIL-STD-471 test. 

The development of the decision criterion is a direct result 
of explication of Wald's theory cf the sequential probability- 
ratio test. 
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SgygBlg;» Consider the example of Teat »umber 5, where spec!» 
fled mean-percent He values led to tha hypotheses 

1^: 9 - -1.128, ff2 * 0.869 end 1^: 0* -0.715, a2 - 0.98* 

From the sample-size equations* it Is found that 
E(nje - ®0, c

2 - o0
2) - 29, and E(n|ö * «j, a2 » a^2) « 26. This 

corresponds to a fixed sandle size of 56., 

7.3.7.3 Test number 7; Sequential Test on the Ifcan» Median, 
ör FercenHTeT*5r a bognormal DlstiHbutlon 

Description of Tost. A sequential test that is based on a 
conversion of an hypothesised lognormal parameter to an hypothe- 
sis on 0  » S(JnX). For a mean or percentlie specification« a 
prior estimate of cr is required for the conversion. For a sedi- 
an specification, a    need not he estimated, Since the test is 
based on the asymptotic sufficiency of maxlfflua~llkellhood esti- 
mators,, a minimum sample size should ha specified Mo approximate 
the asymptotic property. < 

Underlying Assumptions. Maintenance times can he adequately 
described oy a lognormi attribution. Simple randoa sampling is 
performed, and the minimum sample size is large enough so that 
s2 is a good estimate of o2. 

Hypotheses. (The prior estimate of o2 is denoted by <r). 

Mean Specificaticai B^; n « OQ "* • * ^ » AiJJg - or/2 

Kj^:  a - 1^ «e e H 0^ H JQJJ^ - or/2 

Percentile Specification 

Hl: ^o" *i -*• ^ - 0£ = Arfl^ - Z o 

Median Specification 

ILj: M - MQ «a» $  . eQ » ini^ 

Sample Size. The sample size is a random variable and is 
therefore usually evaluated ir, terms of expected values. Be- 
cause of the asymptotic nature of this test, however, a minimum 
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number of samplea should be specified. Values of n greater than 
25 should prove satisfactory (see Discussion section). The symbol 
n* is used to denote the specified minimum sample size. 

Decision Procedure. Random samples of maintenance-task 
times Xj3 *«* ....> ^»1 Xjj»^* xn»+a' •••' ÄPe *alcen *■ lcÄS **» 
the following inequality holds: 

> 
- 2 

JpB + m — V
9i 

1^0 

m 
inX 

i-1  * N ei"eo 
JnA + m V*l 

where / » -j* 

1 
; 

s  1 
m  33 

B 1 

m 
2 
i-1 

1-a' 

inX i* 

bm* (m an*) 

m 
1 
m 

m    ,        x2        ^2] 
Z (InX.r  - me« h 1-1    1     - J and 

Accept HQ if 
m 

1-1 
&nX± * for some man* 

ReJ<*ct HQ if 
m 

i-1 
inX. a h, for some man* 1  m 

■ 

Discussion, Comparison of the decision critorion of this 
test with a sequential test on the median—g2 known reveals that 
the only difference is that a2 is replaced by s2 in the accept/ 
reject boundaries. The basis for this substitution is discussed 
la Reference 4, pp. 54-56. 

To Indicate the acceptability of this procedure, the sequen- 
tial test was slmlated on a computer. The test hypotheses were 
HQ; M »30 minutes and It: Ü » 45 minutes at a - ß * 0.10. The 

minimum sample size before a decision could be made wcs set at 
20. Lognorsfel random numbers with medians of 30, 36.75, and 45 
minutes j, and with a- -  1.44, were generated. For 250 simulated 
tests at each median value, the theoretical and observed results 
are as follows: 

—  

Median 
Probability of Acceptance Expected Sample Size 
Theoretical Observed Theoretical Observed 

30 

36.75 
45 

O.90 

0.50 
0.10 

O.896 
0.464 
0.060 

30.79 
42.29 
30.79 

34.8 
51.4 

39.1 

• 
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FOP fche three caaeä examined, the observed acceptance prob- 
abilities are slightly wider tne theoretical. Because of the 
niinimum-earaple-'ai*« restriction, the average number of observa- 
tions is somewhat higlier than theoretically expected. 

7.3.7.4 Test Number 81 Sequential Test of Critical Malnte» 
neEce~l!liia7"l^gnoriaal DTstrlbution", cr£ IThToBwri 

Description of Test. A sequential test of the proportion of 
a normal population""exceeding a given constant. The assumption 
of a logncrmal distribution of maintenance times permits direct 
application to testing the pereentile value of a critical mainte- 
nance time. This test Is an Approximation of the sequential t 
test (see Discussion section). 

underlying Assumptions■ Maintenance times can be adequately 
described by a lognormal distribution. Simple random sssipllng is 
performed. The decision criterion is based on the approximate 
normality of the Statistic * ♦ ks when samples are taken fron a 
normal distribution, 

Hypothesis.   HQ: P [X> T] « pQ or T » X 

E|t P [X>T] » pj or T » X- 

0 

H,: P [X>T] - p, or T - X_ 

where T is a specified critical maintenance time. 

 _ Le Size. Since n is a random variable in a sequential 
test,' no semple ulse is specified. 

Decision Procedure. The decision procedure is as followss 

(1) Compute A * In «J*, B - in -^~~ 

(2) Compute the acceptance boundary 

A - V» - » 

where 

T m 

c - -——£—  , DM - —^L  - (z + zrt ) 
m      (m-l)(Zw - Z \   m  m(Z„ - z )   PO   H 

P0  Px'        P0  PX 

(3) Compute the rejection boundary 

„   A • y. -1 
Q «      I"   11. mm   ii   Si —BPSSWW——1 

w Fta 
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— B   ,   w « §B__ _ /z  + „ 
{m.l)(ZD - * )  m  m(Zn - ZD )   PQ  T»i 

p0   pl p0   pi 

(4) After euch observation, compute 

Bi 
T« £ inX, 

1-1 
m 8 

ra i 3 • , jf   »*» 

m 

where 

m  m-j 

m 
2 (InX.)* - 

_1»1   x 

(  " inXi)2 

K 

(5) If k^ *  fi^,, Ho Is accepted. If k^. a bm, Ho is rejected. 

If a_ < kL < b, another maintenance task is sampled. 

' 

. 

Discussion. This test is the sequential analog of the fixed- 
ga&ple test' for critical maintenance time and, accordingly, should 
require smaller sample sizes on the average, except possibly for 
cases in which 3T < T < 3L . The test described here is an ap- p0     n. 
proximation to the WÄÖR sequential t test (see reference 5),  which 
requires the use of tables of :Jhe noncentral t distribution. The 
derivation of the test Is given in Reference 2, pp. 83-85. 

7.3.8 Nonparametric Tests 

7.3.8.1 Introduction 

Nonparametric tests have the desirable characteristic that 
it is not necessary to assume an underlying distribution with 
regard to the maintenance-time random variable of interest. How- 
ever, they generally require greater sample sizes than correspond- 
ing parametric or nondistribution-free tests. 

Five different nonparametric maintainability-demonstration 
tests are presented in this subsection (the first four are fixed- 
sample~size tests)s 

{1} Test of median or percentlie 

(2) Test of critical maintenance time 

(3) $®st of two critical maintenance times 
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(4) Test of specific lognoraal distribution 

(5) Sequential test of critical maintenance time 

7.3.8.2 Test Number 9 - Test of Median or Percentile 

Description of Teat. A nonparametric test of a median or 
percentile. Two specific sets of hypotheses are considered. One 
is for the case in which a desirable median or percentile is 
specified such that there should be a high probability of accept- 
ance if the actual maintenance-tisae distribution conforms. This 
is the usual null hypothesis with an associated as risk. The other 
case offers the consumer protection against accepting a system 
that lias the median or percentile equal to a specified value re- 
presenting an undesirable maintenance level. The test statistic 
for either case is based on the number of observations exceeding 
the specified time. 

Underlying Assumption. Since the test Is nonparametric, It 
Is not necessary €0 make an assumption concerning the distribu- 
tion of maintenance times. 

Hypotheses. Test I Test II 

V VTo  V X
P<
T

I 
E r V •sr H r 

Per test I, TQ represents a desirable value for the (1-p) 

percentile; e.g.. K0 might be: median * 30 minutes and therefore 

H, Is the composite alternative, median > 30 minutes. For test 

II, T^ reprssents an undesirable value for the (l«p)  percentile,* 

e.g., H^ might be: median ■ 45 minutes and JL IS therefore median 
< 45 minutes. Note that the hypothesis HjS JL ■ Tx of test II 
Is the same form as the HQ hypothesis of test; I. 

Sample Size. Since both test I and test II contain a com- 
pos itö™nypöT5nesTs and therefore only one specified risk, there is 
no sample-slse restriction In the usual sense. If r is the number 
of maintenance times exceeding the -pecifieö value and c Is the 
acceptance number, an accept decision is made if r s c when n 
maintenance times are observed. For a given c value (c « 0,1,2, 
....), n is found from the following equations, which employ the 
binomial distribution: 

Test 

rt& 
) pr (l-p)n"r * l-a 
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Test II: YO P u-p.> sß 
r=0 

fable XXXI7 presents the sampling plans (sample size n and 
accaptance number c) for various p, a, and ß values for c » 0,1, 
2,3A and 5. 

TABLE XXXIV 
i 

SAMPLE SIZES FOK TESTS I AMD IT FOR VARIOUS 
PKRCENTILES AMD RISKS FOR c » 0 THROUGH 5 

c Risk 

Percentile 

50th 
(Median) 80th 90th 95th 

I xl I II I II I II 

0 
.20 

.10 

.05 

* 

# 

* 

3 
4 

5 

1 
* 

* 

8 
11 

14 

2 
1 
* 

16 
22 

29 

4 
2 

1 

32  i 
45 
60 

1 
.20 

.10 

.05 

* 

* 

• 

5 
7 
8 

4 
2 
2 

14 

18 

22 

8 

5 

3 

29 
38 
46 

16 

10 

7 

60 

78 

94 

2 
.20 

.10 

.05 

3 

# 

8 

9 
11 

7 
6 
4 

21 

25 
30 

15 
11 

8 

42 

52 

62 

30 
22 

16 

86 

110 

130 

3 

.20 

.10 

.05 

5 
4 
* 

10 
12 

13 

11 

9 
f 
i 

27 
32 

37 

23 
18 
14 

54 
66 

76 

46 

35 
28 

110 

140 

160 

h 

.20 

.10 

.05 

6 

5 
5 

12 
14 
16 

15 

13 
10 

33 
• 38 - 

44 

31 

25 
20 

66 
78 

90 

62 

49 
40 

140 

160 

190 

5 

.20 

.10 

.05 

8 

7 
6 

  -" — 

15 
17 
18 

20 

16 

14 

39 

45 
50 

39 

32 

27 

7« 
92 

110 

78 

62 

52 

160 

190 
220 

• Riak raq'olrtwsnt cannot be satisfied. 

162 

,,..'.*.-.:..,» "TTT JO. »vxuumm, MI 



- .,  ^Z 

In general, the plan with the higher c numbe** offers better 
protection against accepting a poor product (for ^est I) and 
rejecting a good product (test II)j therefore, c should be made 
as large as possible, consistent with constraints on sample size. 

Decision Procedure. A random sample of n maintenance times 
X,, X>, .,., X is observed, and a count Is taken of the number 

of such times that exceed the specified time T. This number is 
called r. 

i 

For test I, EQ is accepted if r s c and is rejected otherwise, 

For test II", ft, is accepted if r s c and is rejected other- 
wise, JL 

Discussion. Test II is equivalent to Plan 4 of MH-STD-471. 
Test 1 is' an alternative in which a desirable percentile value 
is specified. The choice between I and II depends on whether it 
is better to control the a or the ß risk, which in turn depends 
on the costs associated with each of the possible wrong decisions. 
The next test described has a control on bofö a and ß risks and 
is therefore recommended as a better alternative because it in- 
cludes the specified hypotheses of this test, 

7.3.^.3 Test Number 10 ~ Test of Critical Maintenance Time 

Description of Test. A nonparsmetric test of a critical 
maintenance time and associated percentile value. An example is 
the following set of hypotheses: HQ — 30 minutes is the median 

(50th percentile); and H, — 30 minuses is the 25th percentile. 

In this test both the null and alternative hypotheses refer to a 
fixed time and the percentile value varies. In the preceding 
test the percentile value remains fixed and the time varies. 

As in the preceding test, the number of maintenance-time 
observations exceeding the critical tjije is compared with an 
acceptance number c to determine acceptance or rejection of the 
null hypothesis. 

Underlying Assumptions. 
concerning vhealstribuTiiOn of maintenance time. 

No specific assumption is necessary 
In the develop- 

ment of the equations for determining the decision criterion and 
sample size., the normal or Poisson approximation to the binomial 
distribution is used. 

Hypothesis, IV T » X. 
Po 

H, 
' T'\ 

(PX > P0) 
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Sample Size, n, and Acceptance Number, c. The normal ap- 
proximation to the binomial distribution is employed to find n 
and c when p0 is not a small value. Otharwise, the Poisson ap- 

proximation Is employed. The equations for n and c are as 
follows: 

For 0.20 s p0 i 0.80 

-I2 
n 

c = n 

zß M^l + Za 

— 

L    pi" Po 

zß PQ /PI*L 
+ Vi /sSjjg 

Za /P0«0 + Zß /P^l 

(Use next higher 
integer value.) 

(Use next lower 
integer value.) 

For p0 < 0.20 

For this case n and c can be found from the following two 
equations: 

\  »1-« 
r=0 rj 

I 
r=rO 

g-np1 (np1)
] 

s ß 
rj 

Table XXXV provides sampling plans for various a and ß risks 
and ratios PI/P0 when pQ < 0.20. 

Decision Procedure. Random samples of maintenance times are 
taken, yielding n observations X^ X^, ,.., X,    The number of 

such observations exceeding the specified öime T Is counted. This 
number Is called r. 

Accept HQ if r s c. 

Reject HQ If r > c. 

Plqcuseion. This plan corresponds most closely to test 
method 4 of MIL-STD-471 except that both an a and ß risk are 
specified. It is preferred over the preceding plan oecause It 
provide» known protection to both the producer and consumer. 
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An ex&mple of developing the decision criterion for the teil- 
©ereentlie hypothesis is provided in Table XXXV. For an example of 
a media» specification, assume that the following hypotheses 
exist, with a » ß * CIO? 

H^: 30 minutes « X^ P0 » median 

&.S  30 minutes » XQ „5 25th percentile 

Then Z„ ■ Z0 - 1.28 and 

(1.28)2 [/(•T5H-gg)(*g/|jalL38ria . 23 

and 

-50} + A.7?)(.25)        J 

The actual probabilities corresponding to 1-a - 0.90 at 
P0 - 0.50, and to ß - 0.10 at p-j^ ■ 0.75» from tables of the bi- 
nomial distribution, are 0.695 and 0,096, respectively — ar. 
excellent agreement. 

7.3.8.4 Test Number 11 - Test of Two Critical Maintenance 
Times 

ical maintenance time« 
A nonparametric test in which two 

critical maintenance times are specified and separate tests are 
applied to each. The two critical maintenance times will generally 
be a median and J»^ value. An overall accept decision is made 

only if both individual tests are passed, As in tests 9 and 10, 
the number of observed maintenance times exceeding specified 
values is the statistic used to mst1- the accept/reject decision. 

Underlying Assumptions, No specific assumptions concerning 
the distribution of maintenance times are necessary. 

Hypothese«, HQS 
'0 

t    B 7. 
«0 

(T<t,  p0<p1,q0<q1, 9£>*i» 

1 - 0 or 1) 

h x    T X.  ,  t • X_ 
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Thus 

An example of the hypothese» is a« follows: 

H: 30 minutes « median (XQ -Q), 

60 minutea « 95th percentile (XQ Qr) 

H^: 30 minutes - 35th percentile (Xg g~), 

60 minutes ■ 90th percentile (Xg ,-Q) 

T » 30, t « 60, p0 - 0.50, p2 • O.65, QQ » 0.05, q^ » 0.10, 

Sample Size and Decision Procedure. For given o and ß risk», 
the determination of appropriate sample slse and critical value» 
Is a relatively complex calculation. Table XXXVI and Table XXXVII 
present various sampling plans for cr ■ 0.10, and 0,2G, values of 
n from 20 to 80 in steps of 10, and various combinations of p0, 

V pl' V 
In Table XXXVI, the plans are such that the median and 90th 

or 95th percentile are specified in the HQ hypothesis. The fol- 
lowing four combinations are included: 

H0 Specification   H^ Specification 

(1) 
(2) 

0.50 

0.50 

0,10 

0.10 
Ü.65 

0.75 

0.15 
0.20 } 

Median and 90th 
percentile for Hr 

(3) 0.50  0.05 

(4) 0.50  0.05 

0.65 

0.75 

0.10 "I 

0,15 J 

Median and 95th 
percentile for 

. 

In Table XXXVII, the plans are ouch that the median and 90th 
or 95th percentile are specified in the IL hypothesis. The fol- 
lowing four combinations are included: 

HQ Specification   H, Specification 

(1) 0.40  0.05 

(2) 0.40  0.025 

(3) 0.30  0.025 
(4) 0.30  0.01 

0.50 

0.50 

0.10 

0.10 
Median and 90th 

percentile for H, 

0,50  0.05 

0.50  0.05 } 
Median and 95th 

percentile for IL 

167 

. ■.- 

■ ~* - —-«?«"-' ".■-'—" 9MWBR 



___ ^■■.,-MjtMiiri'i 11 

. 

TABLE XXXVI 

SAMPLIH& PIAHS FOR HQ SPECIFICATION 

Median and 90th Fercentile 

toHj! p0» 0.50, SQ - 0.10 For HQ: P0 - 0.50, q~ ■ 0.10 
For H,: p. » 0.65, qx - 0.15 For H-^; Px ■ 0.75, q, * 0.20 

n a - 0.10 a * 0.20 n a = 0 10 a =* 0.20 

C D ß C D ß C D ß c D ß 
20 13 4 0.52 13 3 0.43 20 13 4 0.17 13 3 0.00 

30 20 5 0.50 20 4 0.38 30 20 5 0.12 20 4 0.08 
40 30 6 0.58 24 6 0.*23 40 30 6 0.20 24 6 0.01 

50 31 8 0.30 29 7 0.13 50 Si 8 0.02 29 7 0.00 
6o , L_37 9 0.24 35 8 0.11 60 37 9 0.01 35 8 0.00 
70 44 10 0.25 41 9 0.09 70 44 10 0.01 41 9 0,00 
80 47 12 0,11 48 10 0.10 80 47 12 0.00 48 10 0.00 

Median and 95th Percentlle 

For Ho: P0 * 0.50 . qQ <* 0.05 ~For H0J P0 = 0.50, qQ = 0.05 

For Hj: p2 - 0.65 , q1 * 0.10 For H^. Pj = 0.75, qx - 0.15 

n a- 0.10 ( 1=0. 20 n a = 0 10 a = 0.20 

C . D ß C D ß C D ß C D ß 
20 14 2 0.54 12 2 0.31 20 14 2 0.19 12 2 0.06 

30 20 3 0„45 21 2 0.35 30 20 3 o.os 21 2 0.07 

4o 25 i» 0.31 24 3 0.16 40 25 4 0.02 24 3 0.01 

50 30 5 0.20 29 4 0.11 50 30 5 0.01 29 4 0.00 

60 37 5 0.18 37 4 0.12 60 37 5 0.00 37 4 0.00 

70 42 6 0.13 41 5 0.07 70 42 6 0.00 41 5 0.00 

\    80 47 7 0.09 45 6 0.03 80 47 7 0.00 45 6 0.00 
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TABLE XXXVII 

MHPLUfG PUNS FOB 1^ SPKIFECATIOX 

F *» ^-    P0 - 0.40, ^ , 0.05 
For Hi:    Pl „ 0.50, q± « o.lO 

IT 

J*dlpn and 90th Peresntil« 
HI, I»   I ■        IM      111     I '   J         

1 Jter Ife: 
For Hy. 

0.40, ^ » 0.0« 

<>•*>, «Ij - 0.10 

por %:    po „ o.30,  qQ M 0.025 

*>' Hj:    Pl - 0.50, q    , 0.05 

Jtedian and 95th Perccntiie 

For 
For 

fy:    P0 - 0.30, q^ . 0.01 ! 
HV    ?! - 0.50, «ij . o.D5 I 
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The decision procedure is baaed on two critical values, C 
and .0. An accept decision is made only if C or fewer observed 
maintenance times are greater than the specified median value 
(T) and D or fewer observed maintenance times are greater* than 
t, the time corresponding to the ax percentlie. 

For & given a, a plan is identified by the triplet (n, C, 
I>). Tables XXXVI and XXXVII present, for each n, the smallest 
value of C and the corresponding D value that satisfy the 
risk. The appropriate plan to use is then determined from 
evaluation of the ß risks shown in Tables XXXVI and XXXVII for 
each triplet. In general, 0 will decrease as C or D decreases 
with n fixed, or ß will decrease as n increases for fixed C. 

Since n was limited to. only seven values and C limited to 
only the smallest possible value for a given a risk, a desired 
ß risk may not be obtainable from the tables (see Discussion 
section). 

Discussion. This plan corresponds closely to Test Method 
No. h,  KiL-STD»^71 (as revised by Change Notice 1). In method 4, 
however, only undesirable (large rejection probability) median 
and M   values are specified and no consideration is given to 

the producer's risk. In this test, both producer and consumer 
risks can be controlled. 

The details for determining producer and consumer risks for 
any given triplet (n, C, D) are developed in Reference 6. The 
equations are as follows: 

Producer's Risk =» 

^i(?Vu-po)n-jia)(^)k(-gr,' 
J»0 k-0        vp0y ° 

1 - 7/ z—HS—r ^o^ <£ <v«o> *•*   *->   (n-j)! k!  (J-k)i ° "0     0 ^ 
J-k 

j«-0 k-0 

Consumer's Risk 

■ 

' 

■ 
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where m - the »aaller of the two values J and D, 

The 0,C. curve of a plan based on n, 0, and p can be deve- 
loped from the above equation for consumes 's risk by varying the 
p and q values. Because of the wide variety of alternative» 
generated by the triplet» (nf C, D), such evaluation msy be war- 
ranted In cases where careful control of sfste-^^-iSs^Jicng else 
1» desired. 

Example 1 - Assume that It Is desired to accept with a . 
90-percent probability an equipment with a median value of 20 
minutes and 55th percentlie of 45 minutes. If, however 20 
minutes is the 25th per «ntlle and 45 minutes is the 85th per- 
cent 3le,  only a 10-percent acceptance probability is desired. 
In terms of the standard hypothesis for this test« 

Examples. Two examples are given: 

HQ: 20 minutes - XQ ^  45 minutes - XQ — 

H^ 20 minutes » XQ „5, 45 minutes « X^ 

with a = ß » 0.10. We thus have prt - 0.50, cu - 0.05, p, • G.75, 
q,  = 0.15. 0-01 
* 

Since the median and the maximum percentile are specified in 
H0, Table XXXVI is appropriate. For the specified p, q values, 

the plan closest to meeting .the a and ß risks is 

n - 30, C - 20, D - 3 

Thus 30 maintenance times are sampled. The equipment passes 
the test only if 20 or fewer such times are more than 20 minutes 
long and 3 or fewer actions took over 45 minutes. 

Example 2 - Assume that if the median is 1 hour and the 
95th percentile is 2 hours, only a 10-percent acceptance prob- 
ability is desired. However, there should not be more than a 
20-percant rejection probability if 1 hour is the 70th percentile 
and 2 hours is the 99th percentile. Thus 

HQ: 1 hour . Xg^, 2 hours - XQ Q1 

Hx: 1 hour - XQ^, 2 hours - XQ^ 

with a - 0.20 arid ß » 0.10. We thus have Pn * 0.30, q« ■ 0.01, 
Px - 0.50, q1 - 0.05. 
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Sine« the median «rid maximum percentlle values are specified 
In the K, hypothesis, Table XXX7H Is appropriate. Prom this 
table, itria seen that the specified a and g risks are satisfied 
if n - 30, C * 11, D - 1. 

7.3.8.5 Test 1 
HHHBu^fgn" 

g, - Test foy gpesj,fU LognoymA 

Description of Test?. A nonparametric test of the hypothesis 
that mairtenance tines are lognormally distributed with parameters 
6 and «;*. The Kolraogorov-Smirnov statistic is used as the test 
statistic. A single alternative hypothesis is not specified and 
thus no Beta risk is associated with H 

times 

nance 

Assumptions, 
1UOUS.  """" """■" 

I* 

The distribution of maintenance 

_     Let F(x) be the distribution function of malnte- 
fi i.e., P(x) - P(X * x) and PT (X; $,  a2), the distri- 

butlon function of a log-normal with parameters 0 and a2.   Then 

HQ? P(X) - P0(x) - PL(xj eQi a
2
0) 

H^: P(x) » Pjfx) * XQW to? a*1 * 

^ Table XXXIX of this subsection should be used to find 0A and 

a Q if another pair of lognormal parameters (e.g., mean and per- 

centile} Is specified. 

The graphic illustration of the two hypotheaized distribution 
functions is shown below. For any value of x, the probability of 
completing a maintenance action is greater under £U than under E,. 

1.0. 

P(X) * tU * x] 

Time, x 

m 
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Sample SIEC. No specific equation for sample slse can be 
given." The greater nil, however, the more powerful the tesS 
will be against any specific alternative hypothesis. 

Decision Criterion. A rante. sample of n maintenance time® 
is observed. It is necessary to compute the statistic D, which 

■ is defined by the equation 

where FL (xj 0O, cr0) is the hypothesised lognormal distribution 

function and S(x) is the observed distribution function« 

To be able to use published tables of the D statistic« it la 
necessary first to consider the variable ?*-V * itiX^ where X* Is 

the 1 »ordered observed maintenance time, i.e., JL * ^ s x3 * 

* Xn-1 s X^. Then the statistic to be computed Is 

max 
y 

S(y) - FN (y; 9Q, a2
Q)\ 

where P« (y; 9Q, (TQ) IS the normal distribution function with 

mean 0Q  and variance o Q. 

The procedure Is as follows: 

(1) Let Y= -4nX for each of the observed n times X«, Xg, 

(2) Order the Y's such that Y^^ s Yg i ... i S_. • a* Yn 

(3) Compute 

SfY ) *■ number of Y's le&s than or equal to Y^ 

(h)    Compute for aach 1 the normal deviate, 

•1 
o, 0 
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(5) For each Z^, use normal probability tables to obtain the 
normal probability 

PN ("V* eQ'  °2o)  * PN (Zi; °' *• 

which la equal to the probability associated with a normal deviate of Z.. 
1 z> 

i.e., PN (-YjL, e0, c20) . r     i e'^/2 
dz 

(6) Let 0N (-Y^ 0O, o20) - 1 - FH (-Y£J 0Q, cr20) 

(7) For each Y^, compute 

as follows: 

For 1-1, compute S (Y2) - GN (Y1) 

For 1 < i s n, compute 

S(Yi-l) ' W and S(Yi) ' W 
D is then equal to the largest of the above differences. 

(8) For a given risk, refer to a table of the Kolmogorov- 
Sairnov statistic for the critical D value, D^ . 

a,n 
Accept Hg if D $  DQ . 

Reject H- otherwise. 

Discussion. This test is & one-sided Kolmogorov-Smirnov test, 
which is'clescrl'bed in Reference 7. From the stated hypotheses of 
th# test, if the observed distribution function is to the right of 
feh? theoretical (as specified by HQ), e.g., 

17* 

-<!■*»■ II WiJ ,—|M    ■III«! H.IWWH' 

_^^_____ -mmmmmmm       ■wwinn ""»'n       IHM   



•Muti 

- . • ; - ■■■ 

■   •■ i 
■ 

- i^,'.» . ■ HiMni»«M»ii M «■*■■■ 

1,0 

p(x) « prx sx] 

0 

Specified P0{x) 

,_r 
""-Observed, S(x) 

Time, x 

then the data would tend to favor E- and thus the hypothesis would 

be rejected. In this case, the statistic S(x) - PQ(K) is small 

(in fact, It is negative). So that taMed values of the D sta- 
tistic can be used, the conversion is made to negative values of 
the observed maintenance times and [1 - PQ(-x)3 is used with the 

result that small values of [S(x) ~ F0(x)] correspond to large 

values of [S(-x) - (l-PQ(-x)J. 

The conversion to logarithms is first made solely to that It 
will be possible to use the normal distribution tables rather than 
have to develop tables of the lognormal-distrlbutlon function. 

Example. Assume the following: 

il0  is P(x) = PL(x; 6=3, a2  = 0.25). 

Hj Is P(x) < PL(x; 8«3, a2  » 0.25). 

a is set equal to 0.10. 

Assume thst a sample of 10 observations yields the following 
maintenance times (minutes): 15.4, 14,8, 30.1, 35.6, 12.7, 1^,8, 
24.8, 63.4, 13.0, and 38,4. The table at the top of the following 
page is developed in accordance with steps 1 through 6. 
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Steps 1 and 2 Step 3 Step 4 Step 5 Step 6 
X Y.SB -inX^ sog -Y.-S 

Z »—i— 
1         0 

w O^M-Fjfo) 

63.4 »4.14 0.1 2.28 0.99 0.01 
38.4 -3.65 0.2 1.30 0.90 0.1C 
35.6 -3.57 0.3 1.14 0.87 0,13 
30.1 -3-40 0.4 o.8o 0.79 0.21 
24.8 -3.21 0.5 0.42 0.66 0.34 
15.4 -2.73 0.6 -0.54 0.30 0,70 
14.8 -2.69 0.8 -0.62 0.27 0.73 
14.8 -2.69 0.8 -0.62 0.27 0.73          ! 
13.0 -2.56 0.9 -0.88 0.19 0.81 
12.7 -2.54 1.0 -0.92 0.18 0.82 

Then for Step 7, the following are obtained: 

S<Y1-1> - Gn^l) S(Y±)  - Gn(Y1) 

1 —.,-._ 0.09 
2 •   0 0.10 
3 0.07 0.17 
4 0.09 0.19 (max) 
5 0.06 0.16 
6 -0.20 -0.10 

il -0.13 0.07 

9 -0.01 0.09 
.0 0.08 0.18 

Since the maximum difference is 0.19, which is less than the 
critical value of 0.32 for a sample size of 10, and a ■ 0.10. the 
null hypothesis of a lognormal distribution with 0=3 and o2 ■ 
0.25 cannot be rejected. 

7*3.8.6 Tagt Number 
^rUMiüsTÄ' 

.-_ Sequential Test of a Critical 

Description of Test. A nonparametric sequential test of the 
probability of exceeding * specified maintenance time. Since the 
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procedure is based solely or. the number of maintenance times 
exceeding the critical time, it is equivalent to a sequential 
test of a binomial parameter, p. 

Underlying Assumptions. No specific form of the distribution 
of maintenance time's Is assumed. Maintenance tasks are sampled 
through a simple random procedure. 

Hrr otheses. H 0* 
T m 
\ 

or 

H,: T - X^ 

P [X> T] » p0 

or  P [X> Tj . p2 

(a and ß are specified) 

Sample Size. The sample size of a sequential test is a 
random variable. Table XXXVIII presents the expected number of 
observations before a decision for three values of p. 

TABLE XXXVIII 

EXPECTED SAMPLE SIZES FOR VALUES OP p 

p E(nfp) 

Po 
(1-a) in B + a inä 

P0inC + (l-p0)inD 

inD 
inD-ünC 

in A in B 
in C in D 

Pi 
.     pin3 + fl-6) JnA  

-p^ iß C + (1-PJL) in D 

Notation: A = (1-ß)/«, B = ß/(l-o) 

0 = (P-L/PQ), D = f(i«Pl)/(i-p0)3 

If desired, an upper bound on the sample size can be estab- 
lished that will have limited effects on the a and B risks. The 
suggested procedure is to truncate the test at three times the 
expected sample size, say at m=n*. The expected sample size to 
use will dapend on the «osumed value of p in the expression 
E(nip). 
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Generally, pQ is ssiectöd unless prior evidence Indicates 

otherwise; eherefore, 

n* - 3E(n|p - p0) . 3 -^i^to^^Mj^ 
p0in pj + (1"po) in 1=5* 

/ 

Decision Procedure. The decision procedure is as follows: 

(1) Compute A - -"-' B = i-a 

/ X pl ^O (2) Coiiiputo C ■ in -=■, D - An y—— 

(3) Compute the acceptance boundary 

(4) Compute the rejection boundary 

ink D  ^     , bm " 7TT5 "*" m C~+T for m " *' 2> 

Random sairplea of maintenance times X., Xp, ... are then 
obtained as long as 

\ <  dm < bm 

where <!L is the numoer of maintenance times that exceed T after 

s observations are made. A decision is made the first t.!*.e the 
above inequality is violated: 

Accept HQ if for some ra, d &  a 

Reject K^. if for some m, d 2. b. " 0 mm 

If the truncated sample size (say, n*) is reached and no 
decision has been made; 

Accept HQ if d # < 
(V + bn„) 

(* . + KJ 
Reject HQ ii* <in# > _ n' n 

178 

 - «*   ■*■    —<—- ' —   " - «—. — 



■i (»111 «'If" ■ „i _t 
-.»_ -• 

Discussion. This test and Test Method 1 of MH>STD-471 are 
similar in that both are sequential tests of peroentile values. 
However, the MIL»STD-471 plan assumes a mean or f^  specification 

under a lognormal assumption, which is then converted to specifi- 
cations on percentlies. 

This test is a standard application of sequential sampling 
under a binomial assumption. Reference 8, pp. 88-105, presents 
a detailed discussion of the test's operating characteristics as 
well as the practical consequences of taking observations in 
groups. 

7.3.8.7 Test Number 14 - Sequential Test of Two Critical 
JJaXn'tenance Time's" 

Description of Te&t. This test is the sequential counter- 
part of Test Number 11. Two critical maintenance times are 
specified, generally a median and UmfiV  value". The decision 

criterion is developed from a direct application of the sequen- 
tial prooability-ratio test. 

Underlying Assumptions. No specific assumptions concerning 
the distribution of maintenance times are necessary. Simple 
random sampling is performed. 

Hypotheses. 

HQ: T » 100 x (l-p0) percent re • 3C , 

t * 100 x (l-o^Jpercentili ■ X 

H, ;  T = 

<*> 

,: T = 100 x (1-p^percentlle - Xp , 

t * 100 x (1-q, )percentile - X_ 
x q-i 

where 

T < t, p0 < p2, q^ < qr p± > qt for 1 » 0 or 1 

Mote that p. is the percent of observations greater than T for 

ri4, and q* is the percent of observations greater than t for H.. 

Risks of a end ß are also specified. 
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ra 
Sample J&|ft.    The sample 3lze of a sequential test Is a 

wm^km^SnmMT   For the cases in which HQ and H,  are true, 
the following are the equations for the expected sample sire: 

where A, 3, C. D, end E are as defined below. 

Decision Procedure. 

(1) Compute A •* -^E-,  B = *—-; 

(2) Depute C - tr(^), D - l-g^) ■ - J^) 

(3) Compute the acceptance boundary 

m -inB + mE 

(4) Compute the rejection boundary 

m ~J}nA + mE 

Random samples of maintenance times X,, Xp, 
then obtained as long as 

bm< <B-C)Nn(T) + (B-D)Hn(t)< ^ 

are 

where 

N (T) « number of maintenance time« less than or 
equal to T after m observations 

N (t) m  number of maintenance times less than or m 
equal to t after m observations 

A decision is made the first time the above inequality 
is not true. Thus 

Accept HL if for some m, (D-C)N(T) + (B-D)N (t) i  a *0 nr TIT m 

Reject HQ if for some m,   (D-C)Nm(T) + (E-D)Nm(t)  s b. ra 
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Discussion, 'j?his tost Is comparable to Te§t Method 1 of 
MIL-STD-^yi in that both are sequential teats of two percentile 
valuas. The MIL-SffD-473 test, now» vet-, Is baaed on a conversion 
of a lognormal mean/pereentile specification to a two-peroentile 
specification; fo:* each such specification a separate sequential 
decision criterion is then applied. The KH»-SfS)-471 method 
appears to be based on an approximation method for using the 
same data for the two separate tests in order to satisfy the 
alpha and beta risks. 

In this test, only one sequential decision criterion is 
applied; it takes into account; the dependence between the number 
of observations less than or equal to T, the number between T 
and t,  and the number greater than t. The test is therefore 
exact in the sense that any sequential probability-ratio test is 
exact. 

If desired, Table XXXII can be used to convert a lognorwal 
mean/percentile specification (or any other lognormal parameter 
pair) to a specification of two critical maintenance times so 
that this test will be applicable  If the lognormal assumption 
can be reasonably made, however, the parametric counterpart to 
this test (Test Number 6) will generally be the more desirable 
choice. 

• 

Since this test does not generally appear in the literature, 
its derivation is outlined below. 

The basic inequality for the sequential probability-ratio 
test is m 

ß       »
f(W  Plm 

1=3      5 -/„ ,„ i  p0m 
<A « 

ill f(XijHo) 

_l_-q 
ß 

,th where f(X.jH,) is ehe density of the i  observation under H,,, 

J - 0, 1. 
P
1TT If -iüi % A, then the data Indicate that H-, is significantly 
p0m A 

more consistent with the observations than HQ, with the result 

that H0 Is rejected. Similarly, IL. is accepted if -~^ * B. For 
"Ore 

this problem the observed maintenance times can be classified us 
being less than or equal to T or less than or equal to «, gen- 
erating the two random variables N (T) and N_(t) a«t definad 

above. Then it can be shown that 
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^nqnfc^rr dtj) (Pj-^j)      «j J - 0, 1 

which is A trinomial probability function (the third variable is 
the number of observations greater than t, which is always equal 
to m-k,). When the above expressions for p-^ and p, are inserted 

into the basic inequality, the result after taking logarithms 
and simplifying is as given above in the Decision Procedure sec- 
tion. 

is 
For the expected sample-size equations, the basic formula 

B(n|Hj) 
L(Hj)lnB + [l-L(Hj}JnA 

E. /"fTTfH^T. 

where 

L(h\) - P [accept H0|H.true] (L(HQ) - l-o, 1,(1^) - ß) 

E, is the expectation operator unr*^ the condition H. true 

Since f(XJHj) in this problem is equal to f(Nx(T), NjftJjHj, 

then N,(T) [N, (t)-N,(T) ] 
fUJ^T), H^tllHj) » (l-pj) l      (PJ-QJ) 

U-N,(t)j 
li 

for j * 0, 1 

where 

N,(T) ./Oif X>T N(t)       (0 
x -1 if X t T x li 

if X > t 
if X S t 

Then 
r    fCXJH^ 

V ),  for J - 0, 1 

which is the denominator of the sample-size equation 
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Example. Assume the following set of hypotheses for a test 
for which a - p  » 0.10. 

KQ: 0.25 hrs. - median « 50th percentile, ihr. » 95th 

percentile 

Hx: 0.25 hrs. » 35th percentlle, Ihr. - 90th percentlle 

In terms of the notation used, the following is equivalent: 

K0:  0.25 - T - X0#50, 1.0 - t - X0#05 

Hl: °»25 " T " X0.65' 1-°- tmT0.1ß 

Hence 

T = 0.25, c *  1.0, p0 - 0.50, q^ » 0.05, P2 - O.65, q2 - 

0.10 

Then 

ink  = In9 = 2,1972, InB « in(1/9) - -2.1972 

C = Irf^ - -O.3567, D - |n§i|| « 0.2007 

s = ^§^5 • 0.69315 

The acceptance boundary is a. - 2.1972 + 0.6932m 

The rejection boundary is bffi ■ -2.1972 + 0.6932m 

The tast statistic ?s 

Nm(T)(D-C) + Nm{t)(E-D) = 0.5567Nm(T) + 0.4925\(t) 

where 

N (T) is the cumulative number of observations leas than m 
or equal to T ■ 0.25 hrs. 

N_(t) Is the cumu'.ative number of observations leas than 
or equal to t * 1.0 hrs. 
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For the expected sample sizes* E(n|H0) « 34 and E(n|H-) » 33. 

These expected values correspond to a fixed-sampla-size require- 
ment of almost 80 observations (see Table XXXVI). 

If the hypotheses of the example of Test Number 6 are con- 
verted to two critical maintenance times so that Test Number 14 
can be applied, the expected sample sisee are 35 if HQ is true 

and 32 if H, is true. These values correspond to the expected 

saaple sizes of the Test Number 6 application of 29 and 26, 
respectively, indicating the greater efficiency of the parametric 
test. 

7.4 GUIDELINES FOR TEST SELECTION - NON-BAYESIAN TESTS 

7.4.1 Introduction 

Fourteen different non-Bayesian tests that can be used for 
maintainability demonstration have been presented in Subsection 
7.3. In this subsection, guidelines are presented for selecting 
the test that is appropriate for a particular situation. 

7.4.2 Summary of the Fourteen Tests 

Generally, the factors associated with the maintainability- 
demonstration program will restrict the choice of test to one of 
two alternatives. Table XXXIX summarizes the fourteen tests with 
respect to ten .najor factors that are relevant to the choice of 
method. 

7.4.3 Decision Tree for Selecting a Test 

Table XL is a decision tree derived from Table XXXIX; It 
indicates which test will me^t requirements on type of sampling, 
distribution assumption, and parameter specification. Thus, a 
fixed-sample test of the median based on a lognormal assumption 
should be based on Test 2. 

Several alternatives exist in the tree. For example, both 
tests 3 and 4 are percentile tests based on a fixed sample size 
and lognormal assumption. Reference to Table XL or Subsections 
7.3.6.4 and 7.3.6,5 revea*s that test 3 is a test of a critical 
percentile (p is fixed), while test 4 is actually a test of a 
critical maintenance time (T is fixed), although both have a per- 
centile specification for the null hypothesis. 

The distinction between the nonparämet^ic tests 9 and 10 is 
similar. Sequential test 6 differs from tests 7 and 8 in that it 
is based on a Joint «oecification, Tests 7 and 8 differ in the 
seoH sense as tests 3 wid 4. Test il differs from test 12 in that 
the former is a test of a median and Mj,,^ specification without 

regard to distributional form,■while the latter is a test for a 
specific lognormai distribution, which is defined by the pair of 
specified parameters. 
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It 1B Btlll necessary to choose between fixed or sequential 
and parametric (lögnormal) or nonparametric tests. These alter- 
natives have been discussed in Section IV. 

TABLE XL 

DECISION TREE FOR GUIDANCE TO TEST SELECTION 

Type of Sampling 

Distribution 
Assun4>.tIon 

Flxed-Sanple Teat 
1» 2, 3, 4, 5, 
9, 10, 11, 12 

Lognormal 
1.2, 3, 

4, 5 

Paras&ter 
Specification 8 

In 

# 
Not applicable. 

Nonpara- 
raetric 
9,  10, 
11, 12 

jxa ■**■ —**' 
o o 
H H 

* •* 
C* o> 

«\ *» 
c 0 
3 rH 

■H »r*3 

•o P 

£ « 
<0 
u u 
Si 
fU u 

OJ 

Seouentlal Test 
6, 7, 8, 13, 14 

Lognormal 
6, 7, 8 

I 
00 

Nonpara- 
ajetrlc 
13,  14 

•s> n m 1 1 ,-*-, 
m 7H 
r-I H f 
* * 

q 0) 
OJ r-t 

»■< •^1 
Tl ■P 

£ c 
«1 
o 
u 
01 

..£• 

7.4.4 Combination? o,f TWQ Tests 

In some cases it may be desirable to use two tests -- for 
example, tests 1 and 4 for a combined mean/percentile test. Where 
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separate samples are to be used for each Individual test, the 
individual test risks can be determined from overall risks as 
follows: 

Let 7 and i>  be the parameters tested by the two tests, with 
70 and 1'Q  representing desirable levels and 7^ and ^ representing 
undesirable levels. The overall test risks are defined as follows: 

a = Pfreject if 7 = 7Q arid if  = V^] 

ß = P[accept if 7 « 11  or i>  = 1^ 

Then, if <*i and ßA represent the test risks for the 1
th test 

(1=1 or 2), under the assumption of independence, the following 
rule should be observed: 

Choose a^ and ag such that 

(l-0l) (l-a2) = 1 - a 

and 

choose ß±  and ß2 such that 

ßj  + ß2 - ßjß2 
s P 

This rule allows for assigning importance factors for one 
test over the other. If both tests are considered equally Im- 
portant, the results ere as follows: 

al = a2 = "*■ ~ (l"a) 

ß1  - ß2 = 1 - (1-ß) 

7.5 BAYESIAN TESTS 

7.5.1 General 

Tests for which prior information is incorporated in the 
decision criterion through use of Bayes' Theorem are called 
Bayeslan tects. If p is the parameter of interest, prior In- 
formation on p is available in the form of a density function 
g(p), and n sample observations X = (x., x  , 

Bayes' Theorem leads to the following equality: 

, x
n)  are made, 

1.87 

I 
' •• • * 



-Mi f(plXn) 
L(Xnlp) g(p) 

A (Xjp) ß(p) dP —ö 

where ffplX^) is the posterior density of p after the sample 

observations X.n are observed. 

LfXjjlP) is the likelihood of X given p. Since p Is Inte- 

grated out In the denominator, the above equation can be rewritten 
as 

fCp'X^) =iL(XnJp) g(p) 

where K Is a proportionality constant. This equation Indicates 
that the posterior distribution of p Is equal to the prior dis- 
tribution modified by t^e  observed test results X • 

A Bayesian test can be based on the properties of the pos- 
terior distribution. For example, the posterior mean value of 
the parameter p can be computed from the equation 

E(plKr) =J p f(plij dp 

and the accept/reject decision made according to whether or not 
K(plX ) falls within a desirable region. 

There are several advantages of a Bayesian test In maintain- 
ability demonstration over so-called classical procedures. If 
information is available on the maintainability characteristics 
of an equipment, then a decision procedure employing that Infor- 
mation in the form of g(p) plus the additional test information 
X is obviously more complete than one based solely on X . 

Secondly, the practical consequences of a Bayesian test can be 
important. If the prior density is such that there is high 
assurance that the equipment is satisfactory, a Bayesian test 
will generally require relatively little additional testing. On 
the other hand, if g(p) is unsatisfactory, the product can be 
accepted only after relatively extensive testing, 
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Thirdly, a Bayeaian test can be constructed to provide a 
control that may be more pertinent to the needs of the customer. 
A classical test essentially controls the acceptance probability 
for specified levels of desirable and undesirable product. Con- 
sidering the latter, for example, the Beta risk control is defined 
as 

P [Accept I Maintainability Is unacceptable] = ß 

A Bayeslan test, on the other nand.« can be designed to control the 
maintainability of the accepted equipment by the criterion 

P[ Maintainability is unacceptable I accept] « ß 

A specific Bayesian maintainability-demonstration teat that 
is based on a control en accepted product maintainability will be 
presented in this subsection. Because of the newness of tiiia type 
of test and its broad implications, the condensed format used for 
describing the nonsequential tests will be replaced by a more 
detailed description including mathematical derivation i the 
test criterion. 

7.5«2 Basic Assumptions 

The basic assumptions are as follows: 

(1) The maintenance-time random variable. X, has a lognormal 
distribution with parameters 9 and a* where 0 = E(JnX) 
and a2 = Var(inX). 

(2) The parameter 9 has a normal prior distribution tith 
mean 9  and variance w2. 

(3) The parameter a^  is known or can be accurately estimated. 

Assumption 1 is the u?ual application of the lognomal dis- 
tribution for maintenance-time description. Date, collected ind 
analyzed by ARINC Research on this and ether studies strongly 
support this assumption. Further support for use of the lognormal 
distribution for maintenance-time analyses is provided in many 
other studies involving analysis of observed ineint-aiance times. 

Assumption 2 is made for three reasons. First, the use nf a 
normal prior distribution for 9 allows relatively easy develop- 
ment of a Bayesian test since it leads to a posterior distribution 
that is also a normal.  (Priors that lead to c posterior density 
of the same form are called conjugate.) Pecondly, the normal 
distributions symmetrical characteristic and its other well known 
properties permits the use of easy and known methods of quantify- 
ing '.ts parameters either from subjective evaluatxor .* or observe a 
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data. Third, the fact that ao many real variables of measurement 
can be adequately described by a normal distribution attests to 
its versatility.  In the absence of data supporting a nonsymmetri- 
cal px'ior, the normal seems as reasonable & choice as any. 

The Bayeslan test to be described does not depend or a norm?.! 
prior for its theoretical justification. Nonsymmetricai priors 
or discrete-type distributions can be employed once suitable modi- 
fications are made. 

Assumption 3 Is made primarily for simolification In develop- 
ment of the procedure. Otherwise, a prior density for a2 would 
also have to be employed, leading to c;uite complex mathematical 
statistics involving joint densities. Reference 9, pp. 298-309, 
discusses this type of case. Also, under Assumption 3, the 
specified Index of maintainability can be either the mean or a 
percentlle value, because If a2 is known, a mean or percentile speci- 
fication can be translated into a specification on 0, If the 
median fif Is specified, 0 is directly determlnable from the median 
independently of a2. 

In Subsection 7.5.9* the data collected in this study are 
analyzed and prior distributions for avlonic and ground equip- 
ments are developed which, in lieu of more applicable procedures, 
can be used to satisfy Assumption 2. Furthermore, several methods 
for U3lng predictions, data, and subjective evaluations for estab- 
lishing a prior distribution for 0 are discussed. To satisfy As- 
sumption 3, the data and prediction equations presented in Sub- 
section 7.3.5 can be used to provide an estimate of a2# 

7.5.3 Maintainability Index and Test Requirements 

The index of maintainability that can be used for the test 
is the mean, the median, or a percentile value. It is first 
necessary, however, to translate requirements based on one of the 
above indices to equivalent requirements on 9. 

As for conventional tests, two levels of maintainability are 
to be specified ~ a desirable level (to be denoted by the sub- 
script 0) and a minimum acceptable cr undesirable level (to be 
denoted by the subscript l). T.ble XLI shows the conversion of 
mean, median, and percentile specifications to equivalent speci- 
fications on 0, assuming that a2 is known. 

Given that two values of 0, 0-j and 0, (0, > B  )  are speci- 

fied, the requirements on $he 3ayesian test that are considered 
here are as follows: 

Requirement I: If 0 si 0O, the probability of passing the 
test is high. 

Requirement II: If an equipment passes the test, the prob- 
ability that 0 is greater than 0, Is low. 
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TABLE XLI 

CONVERSION OF MEAN, MEDIAN, AND PERCENTILE SPECIFICATIONS 
TO 9 SPECIFICATIONS -- a2  KNOWN 

i 

Specified Values Equivalent  Specifications 

Mean \iQ 0Q = jßn MQ - a^/2 

01 = in Uj - a2/2 

Median 5L 0O - in M0 

61 = in M2 

Pth Percentile X = Tn 
9o = in To - V 
0- = in T, - Z a 1      1   p 

These two test requirements can be stated more precisely as 
follows: Let T be some calculated statistic based on a sample 

of n observations of maintenance time. Let T* be some preselected 
critical value for decision such that the equipment passes if 
Tn £ T* and fails if T > T*. Then'the above two requirements 

can be written as 

P['i'n i T*l0 = 9Q] m  l - a (1) 

P[0 > ^ITJJ *  T*] £ ßb (2) 

If it is assumed that a  and ß. are specified, the only un- 

knowns in the above two equations are n, the sample size, and T* 
the critical value for the statistic T . The objective of the n 
Bayesian analysis is to determine these two values. 

The requirement expressed by Equation 1 is the usual pro- 
ducer's risk control, whereby there is a high probability of 
acceptance if the mean maintenance time or man-hour value is at j 
the desirable level. 

The requirement expressed by Equation 2 offers the consumer 
assurance that the maintainability level of accepted equipment at 
least meets a minimum requirement. The notation ßb is used to 

distinguish the Bayesian risk from the classical Beta risk. In 
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actuality, Equation 2 represents a control on the upper (i-ßb) 

percentile of the posterior distribution of the parameter G, 

A test based on the requirements I and II is believed to 
represent the viewpoints of the producer and consumer better than 
the conventional test. The producer, In his own best interest, 
will attempt to provide equipment that equals or bettors the 9Q 

value, but he would like high assurance that if he does, his equip- 
ment will not be rejected. This assurance is provided by require- 
ment I in the same manner as conventional procedures. 

The consumer's best interests are served by the more direct 
approach of assuring acquisition of satisfactory products (in a 
distributional sense) rather than controlling the probability of 
accepting poor product. This direct control Is provided by re- 
quirement II. 

7.5.4- General Bayesian Formulation of the Test 

Let 0 be a parameter of a probability density function that 
has a prior density g(e). Let T be a statistic based on n 

observations whose distribution depends on 9. 
the posterior density of 9  is 

f(e|Tn) = ^L(Tn|9) g(e) 

From Bayes■ Theorem, 

(3) 

where 00 

K« J   L(Tn|6) g(0) d9 
-00 

L(Tn|e) = likelihood of Tfi given d 

Equation 3 provides a means for evaluating the distribution 
of. 6 given the statistic TR. In designing an accept/reject demon- 

stration test that is to meet requirements of the form represented 
by Equation 2,  the sample size, n, and the critical value of Tn, 

say T*, are to be determined beforehand on the basis of the know- 
ledge that the decision process will be such that T s T* will lead 

to acceptance and T > T* will lead to rejection. This type of 

Bayesian consideration involving future decision actions based on 
the results of testing is a form of preposterior analysis as 
defined in Reference S,  page 70. 

Prom this viewpoint, the "given" portion of the posterior 
density of & can be extended to be the Information Tn £ T*, and 

the posterior density to consider is defined to be 
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f(OJTn s T*") '2    J     L(Tn' 9' g{9) dS (4) 

where 
00 -1* 

y  L(Tn|0) g(0) dTnd0 
-00   -00 

7.5-5 Derivation of the Posterior Density 

In this subsection, a closed-form expression for f (ölT sT#) 

Is derived under the assumptions listed above. Because of the 
normality of &nX,  the natural statistic on a test of Q ,   the ex- 
pected value of inX,is the arithmetic mean, which is defined by 
the equation n n 

2 inX. 
1=1 

n n 

2 z 
i=l -' 

n 
(5) 

where z = &nX.   . Then the likelihood of T is 
il n 

n 

n (6) 

From Equation 4, if T* is the critical value, and y(0)~Ai(0, vrf 
then 2 

- X^Jl  T* JSj (T -0)
2 

f(elTnST*)^ -JL-e 2w2  r  ^ -2/ n 
K w^f       J.«  ff/sr

&        dT
n 

(7) 

n" 

where 
00 

J    W-^TT VETT "* a/27r 
dTnde 

(8) 

To evaluate Equations 7 and 8, the following approximation 
for the cumulative normal probability function, Reference 10, 
will be used: 

1 
1 i^(v)(^i-e' *   )    j (9) 
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where 

r 
Q(v) = < 

-1 if VS 0 

1 if V> 0 

After the normalizing transformations 

A (T -0) 
tn = —"a  and y 

are made and the cumulative normal approximation (Equation 9) is 
applied, Equation 7 reduces to 

f(elTnsT*) = f(ylTn^r*) 

-iip -y2/2 1 + Q(B-yw )(i-e -^-^y/2] 
(io y 

where 

A = 2n 

KW* 

and B = T* - 9 

From the defining normalizing property of K, 

2K 
w -00 V5*TT 

k2v1 /o [~-L.e  -yV2 (-, + ^„^ . e-A(B-yw)^l/2 dy 

a -y2/2 2x1/2 
= 1 + £ Q(B-yw) *^~   (l -6 -A(B-^)') ' dy. 

To evaluate K, the series expansion is used: 

(1 - X)2" = 1 - X/2 - X2/8 - ... - CkX
k - ... , fx|<' 

1=1  K 

. I(1-5: k)ck-i 

= 1-2  CkX 

where 0. ■» 1/2, Cfc = 

iraating the term 
(- 

^ 1 , k = 2, 3,... for approx- 

-A(B-yw)2 ^2 , r 

After squares are completed and the cumulative normal 
approximation is used, the final result for the posterior 
density is as follows: 
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f(9lT sT*) = 

1 
£_ g 2w 

2n 

[i-Ki(T*-e)'Ki-e 
/_ _~^? (T*-e)2* V2 

2 By 1/2 m -kAB2E, 
- kv ^V 

where B = an integer large enough to yield a good approximation 

for the series expansion of A _Q -A(B-ywj
2>l/2 

Ek = (2kAw
2 + I)'1 

Rk = B/w - 2kABS.w 

7-5-6 gerlvatlon of active Posterior Probgbllltle. 

The results of subsection 7 c c D„~ 
expres8l0„ t„ the c^StlvTp^S^^I^«^^, 

1' n  J' 
»Since 

A 
j n 
-» 

from Equation 10 

[f-^«.] .^J1 ^ ^(^(^(B-wfj*! 
y 

(12) 
where y2 ■ (^-"ej/w. To avoid having to use Laplace-Stieltjes 
integrals because of the nature of the Q function, the two 
mutually exclusive cases y, s B/w and y, > B/w are -jonsidered separately. 
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Case  1: y,§ B/w 

For Case 1, Q(B-yw) = 1 over the range of integration on y 
and Equation 12 can be rewritten as 

P[0401lTn^r*] . i r 
2KJ ^r 

1+1^_e-A(B-yW)y2ldy (13) 

The result of using the series expansion for the radical 
and completing the square in the exponent, as was done for 
evaluating K, is 

F[ese,IT ^T*] = 

1 
2"K 

,2/0 2f    e"y/2 dy - s c ^e 
J fr- k=l K    K 

.■WE,,"*
1

       1 Q-^
(y-2kABEkw)* K, — — g      K ay 

J       ÄT/ET 

Employing Equation 9 after standardizing the normal densi- 
ties results in 

2 2 

p[o*e1iTn«T»] = ^{41-^(yi(1-e"7r 7lT/2J 

k«l K * 

„2   2 1/2 
TTS,. k k(l+Q(ZkV'l-e'"ak M 

(14) 
} 

where 

Zk " yl " 2kABEicw 

Case 2; yx> B/w 

Per Case 2, the following equation is first considered: 

s2 J/2 i_  r  iLi^r^B.^A.e-AtB-yw)^ 
dy 

(15) 
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it 

f 

Since y1 >B/w over the range of integration,Q(B-yw) = 1. 

Employing exactly the same approach as for Case 1 results 
in 

- ah 4 V*. 
k(i-Q(zk)(i-e   k     ) 

(16) 

P[0>eilTn^]  ^2=iCk/E-ke •kAB^E 

Then 

P[0se1lTngT*J   = 1 -  P[0>61lTnsT*] 

Substituting for K produces the following final results: 

y1 sB/w 

'l4Q(ZjFf-k-Y 
P[oS01lTnsT*J 

»]> B/w 

r -i    m 
2 1-Ki(y )F(y ) - s    Q 

_   L J     k«l K k '-^/ 
»■—— -   M     — ■ — -■—»»——n—^— TIM— ——^w———     ui      »        i    II     —^g»mi  ■■   ■ 

l+Q(B/w)F(3/w)l- S .O^Vlp) 

(18) 

m 
S    \[l-Q(Zk)F(Zk/7ET)] 

Ptese^T^T*] = l - «JL -*_? 
m 

where 

yl- 
frf 

w 

7ra« 

B » T* - e" 

0,- 1/2 

CkÄ 
(l-5-»)«tl 

K 

[14Q(B/W)F(B/W)J- S    GkQ(Rk)F(Rk/^) 

(19) 

F(X) = (i-e *   y 

n,v\   r-i if x so 
^X)  -\  2   If X>0 

»k>l 

\ =■■ B/w - 2kABEkw 

Zk - y2 - 2kABEkw 

E    = (2kAw2+l)'1 

k 
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7.5.7 Maintainabillty-Demonstration-Test Application 

The results of Subsection 7-5-6 can now be used to find the 
sample size 11 and critical value T* such that 

P[T sT*l0= 0 ] = 1 - a L n      oJ 
(20) 

P[0>01lTnST*] = ßb (21) 

where n 
2 inx 

T =,  1-1 •1 

n n 

n 

1=1 J 

n 

2 ? 
Since z± is N(0,o ), T is N(0,a /n), then the requirement ex- 

pressed by Equation 20 can be rewritten as 

T* n 

-co -/27ra 

or 
,T* -0 

<Zrf)'1 

dT = n 

- a 

a (22) 

where # (    ) denotes the cumulative normal probability func- 
tion . 

If Za  equals the normal deviate defined by <p{Z  ) = 1 - a, 

then, from Equation 22, 

T* -fl 
0 

a  //n 
— &, 

or 

T* - eo  + Za ^ (23) 

The second test requirement (Equation 21) is equivalent to the 
equality 

1 - Ptese^lT^T*] = 1 - ßb (24) 

where P[0£8,lT &*]JL&  obtained from Equation 38 or 19. 
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Equations 23 and 2k  are then sufficient for determining the 
n and T* values to satisfy the c, and ß, risks. A generalized 

computer flow chart i'or obtaining n and T*,given a, ß, , Q   $ ,, 

9,  w^anda 5is presented In Figure J. 

Standardized sampling-plan tebles have been developed by 
using this flow-chart procedure. In Equation 12, it is seen 
that P[9äy,lT sT*] depends on only three constants: 

- 1 

B = T* - e = j± 
w *    w"~    w 

- e       Z a//n 

v: 
(from Equa- 
tion 23) 

A = 2n 
na 

I 

For a given a, the above three constants determine an equivalent 
set of constants that can be used as indexing parameters: 

X h   ■ "eo 

n 

Y = 
"5 - 8i 

w 

7 

el- % 

w 

Sampling plans in the form (n, T*) can then be developed 
from the entires a, ß, Z,  and Y to yield a value for X. 

Then, from the definition of X, the sample size is found 
from the equation 

u ~ -- Xa 

(ereoy 

and then given n, T» i3 found from Equation 23. Table XLII pre- 
sents the X values for all combinations of the following param- 
eters: 
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a = 0.05, 0.10, 0.20 

ß. - 0.01, 0.05, 0.10, 0.20, 0.50 

Y •- -1, -0.5, 0, 0.5, 1, 2 

Z « 0.10, 0.25, 0.50, 0.75, 1.0, 1.5, 2.0, 2.5, 3-0, 4.0 

A value of X«0 In the table signifies that the prior dis- 
tribution already meets the Bayeslan risk requirement, thus 
obviating the need for testing. 

7-5.8 Example 

Assume that corrective-maintenance time for an avionlc 
equipment is lognormally distributed. A maintainability-demon- 
stration test is to be performed with the requirement that if 
the mean corrective-maintenance time u- is 1/2 hour, there will 
be a 955g acceptance probability, ühere will also be 99# 
assurance that an accepted product will not exhibit a mean re- 
pair time greater than one hour. 

2 
An estimation procedure leads to an estimate of O.75 for a  . 

Prior information (e.g., that from Table XLIII) indicates that the 
— 2 

normal parameter values 0 = -O.45 and w « 0.30 can be used for 
the prior density. 

The inputs resulting from the above are as follows: 

a - 0.10, ^ * 0.01, u^j ■ 1/2, ^ - 1.0 

p 
Prom the equation 0 » in u. - a /2, 

0O «in   0.50 - 0.75/2 « -1.068 

0X «in   1.0 - 0.75/2 - -O.375 

Thus the test requirements are 

P[Tnrfr«»l0 - -1.068]   - 0.95 

P[aa-o.375tT rfc**] - 0.01 n 

»  , 
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where 

T ■ the mean of the natural logarithm of n observed 
n  corrective-maintenance time 

The inputs needed to use Table XLXI are as follows: 

o «= 0.05 

^ = 0.01 

0-0 
v -    1 _ -0.45 + 0.375   n ,„ Y = —- = '0.5W "  °"137 

el " 90 _ -0.375 ± 1.068 
*! w = 1.265 

For conservatism, the next higher tabular entries of Y = 0 and 
Z - 1.5 were used, leading to the result X » 11.275. Then 

n 2SL (11.275H0.75)  18 

{O^Q) (0.693)' 
\ 

The critical value is then 

T* - 0O + Zaa/& 

- -1.068 + 1.645 (0.866/4.242) 

- -0.732 

Thus, a random sample of 18 corrective maintenance actions are 
observed, The sample mean 

T - n 

n 

i-1   * 
n 

is computed. If T * -0.732, the equipment is accepted; otherwise 
a reject decision is made. 
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TABLE XLII 

X VALUES FOR CALCUIATITO SAMPLE SIZE,  n 

n 

r =-1.000 
T3PT^2X 

ALPHA  v 0.200 

0.500 

0.20 0.0 
0.25 0.0 
0.50 0.0 
0.75 0.0 
1.00 0.0 
1.50 0.0 
2.00 0.0 
2.50 0.0 
3.00 0.0 
4.00 0.0 

0.200 

0.0 
0.0 
0.0 
0.0 
0 0 
0.0 
0.0 
0.0 
0.0 
0.0 

BETA 
0.100 

0.020 
0.060 
0.160 
0,255 
0.350 
0.515 
0.633 
0.706 
0.774 
1.367 

0.050 0.010 

0.100 
0.343 
0.645 
0.911 
1.182 
1.651 
2.069 
2.466 
2.959 
3.630 

0.870 
1.747 
2.605 
3.102 
3.640 
4.430 
5.115 
5.007 
6.466 
7.750 

ALPHA * 0.100 

0.10 0.0 
0.25 0.0 
0.50 0.0 
0.75 0.0 
1.00 0.0 
1.50 0.0 
2.00 0.0 
2.50 0.0 
3o00 0.0 
4.00 0.0 

0.500 0.200 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

»ETA 
0.100 0.050 o.oao 
0.040 0.190 1.410 0.140 0.600 2.652 
0.325 1.124 3.786 
0.491 1.485 4.514 
0.656 1.802 5.079 
0.944 2.438 5.976 
1.162 2.957 6.752 
1.356 3.425 7.477 
1.478 3.868 8.181 
1.686 4.724 9.557 

0.10 0.0 
0.25 0,0 
0.50 0.0 
0.75 0.0 
1.00 0.0 
1.50 0.0 
2.00 0.0 
2.50 0.0 
3.00 0.0 
4.00 0.0 

ALPHA « 0.050 

0.500 0.200 

0.0 
0.0 
3.0 
0.9 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

BETA 
0.100 

0.060 
0.210 
0.528 
0.T98 
1*917 
1.411 
1.740 
2.e29 
2.249 
2*523 
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i.%44 4.974« 
2.16 V S«946 
2.943 MN 
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1.999 9,348 ■ 

4.429 9*116 
4.91S 9*919 - 
5.94« 11.211 * 
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TABLE XLII  (continued) 

V =»-0.500 

ALPHA m 0.200 

0.500 

0.10 0.0 
0.25 0.0 
0.50 0.0 
0.75 0.0 
1.00 0.0 
1.50 0.0 
2.00 0.0 
2.50 0.0 
3.00 0.0 
4.00 0.0 

0.200 
BETA 
0.100 0.050 0.010 

0.020 0.090 0.290 1.449 
0.060 0.324 0.739 2.566 
0.170 
0.277 

0.655 1.403 3.623 
0.971 1.911 4.355 

0.389 1.290 2.348 4.956 
0.566 1.853 3.118 5.994 
0.697 2.370 3.821 6.945 
0.896 2.868 4.492 7.657 
1.234 3.356 5.145 8.738 
1.789 4.275 6.358 10.401 

ALPHA * 0.100 

L 
0.500 0.200 

BETA 
0.100 0.050 0.010 

0.10 0.0 0.030 0.170 0.489 2.210 
0.25 0.0 0.120 0.545 1.230 3.720 
0.50 0.0 0.315 1.093 2.107 5.043 
0.75 0.0 0.494 1.499 2.768 5.927 
1.00 0.0 0.676 1.891 3.340 6.625 
1.50 0.0 0.997 2.631 4.254 7.782 
2.00 0.0 1.258 3.256 5.058 8.806 
2.50 0.0 1.443 3.835 5.806 9.773 
3.00 0.0 1.609 4.388 6.523 10.715 
4.00 0.0 2.266 5.450 7.891 12.510 

ALPHA   « 0.050 

£ •«••»»«••••«••••» BETA ••*••••«#••••«••• 
0.500 6.200 0.100 0.056 0.010 

0.1 0.0 9»o§6 0.230 0.724 2.985 
6«; 0.6 0.200 0.805 1.751 4.882 0.50 0.0 0.447 1.564 2.825 6.456 
0.75 6.0 0.75« 2.139 3.696 7.465 
loOO 6*6 1.060 2.571 4.353 8.245 
&.50 0.6 1*450 3.432 5*469 9.510 
2.60 0.6 1.826 6.1T5 6.299 16.666 
2« 5© 0.6 2.131 4.026 7*112 11.615 
&.06 0*6 2.3*0 5.43? 7.002 12.595 
4.69 6*6 2.664 4.594 %390 14.402 
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TABLE XLII  (continued) 

ALPHA ■ 0*200 

0.500 

0.10 0.0 
0.25 0.0 
C.50 0.0 
0.75 0.0 
i.oo ' "0.0 
1.50 o.c 
2.00 0.0 
2.50 0.0 
9.00 0.0 
4.00 0.0 

>•«••••• S E  T A •*••••«•• •«»«*••* 
0.200 0.10C 0.050 o.oio 

0.060 0.210 0.507 1.989 
0.2?0 0.634 1.242 3.209 
0.5*7 1.251 2.136 4.518 
0.842 1.795 2.625 5.399 
1.169 2.275 3.422 6.138 
1.769 3.149 4.481 7.430 
2.337 3.956 5.457 8.636 
2.666 4.726 6.379 9.774 
3.413 5*453 7.243 10.857 
4.374 6.778 8.833 12.069 

ALPHA » 0.100 

0.500 

0.10 0.0 
0.25 0.0 
0.50 0.0 
0.75 0.0 
1.00 Ü.G 
1.50 0.0 
2.00 0.0 
2.50 0.0 
3.00 0.0 
4.00 0.0 

►*#»#*»• 8   £  7  A •«•«••«••«•••••a« 
0.200 0.100 0.050 0.Q10 

O.IIC 0.384 0.861 2.9S8 
0.412 1.014 1.880 4,636 
0.869 1.849 3.074 6.129 
1.307 2.573 3.929 7.148 
1.669 3.174 4.640 7;977 
2.4*7 4.207 5.854 9.401 
3.U8 5*131 6.936 10.680 
3.779 5.996 7.950 11.896 
4.396 6.823 8.914 13.058 
5.545 6.335 10.676 15.216 

ALPHA »0.050 

0.500 

0.10 0.0 
0.25 0.0 
0.50 0.0 
0.75 0.0 
1.00 s.o 
1.50 0.0 
2.00 0*0 
2.10 0.0 
1.60 0,0 
4*or 0.0 

>«•<»••*• BHA 
Q.200 0.100 

0*160 0.533 
0.569 1.440 
1.248 2.503 
1.820 3.366 
2.289 4.091 
3.128 5.276 
3*956 6.300 
4.687 7.264 
5.372 8.143 
6.662 9.806 

0.05Ü    0.010 

1.222 3.940 
2.559 5.965 
4.028 7.6*4 
5.041 MÜ 
5.856 9.749 
7.206 U.275 
0.380 12.625 
9.467 1S*«9S 

10.499 15.114 
12.411 17.396 

• 

205 

■  .  



■""Ml""" » ''.'■" ■    ""■>■ "  ■"  '■*.» '  * ' " "       ' 

• 

tSCEKB MHHB 

* 

S'< "" 

TABLE XLII (continued) 

y m 0.500 

ALPHA - 0.200 

2 
0.500 0.200 

BETA 
0.100 0.050 0.010 

0.10 0*020 0.130 0.386 0.752 2.480 
0.25 0*060 0.461 0-979 1.726 3.930 
0.50 0.180 0.989 1.856 2.826 5.326 
0.75 0.317 1.520 2.573 3.665 6.352 
1.00 0.450 2.009 3.217 4.436 7.230 
1.50 0.69$ 2.926 4.392 5.782 8.804 
2.00 1.077 3.782 5.467 7.008 10.242 
2.50 1*468 4.564 6.461 8.142 11.586 
3.00 1.821 5.325 7.381 9.188 12.639 
4.00 2.430 6.697 9.091 11.146 15.215 

ALPHA - 0.100 

I 
0.500 0.200 

BETA 
0.100 0.050 0.010 

0.10 0.030 0.220 0.612 1.231 3.605 
0.25 0.110 0.725 1.485 2.536 5.420 
0.50 0.296 1.461 2.645 3.932 7.072 
0.75 0.500 2.136 3.537 4.957 8.234 
1.00 0.715 2.755 4,305 5.825 9.209 
1.50 1.116 3.850 5.652 7.334 10.909 
2.00 1.442 4.844 6.865 8.689 12.449 
2.50 1.783 5.772 7.986 9.942 13.892 
3.00 2.344 6.638 9.026 11.103 15.239 
4.00 3.219 8.189 10.903 13.214 17.742 

ALPHA 4 0.050 

I ••••••»•»•»••••A» BETA »#»»**«*»»# •••••*• 
0.5CO 0.200 0.100 0.050 0.010 

0.10 0.040 0.343 0.870 1.734 4.728 
0.25 0.160 1.017 2.067 3.362 6.880 
0.50 0.432 2.000 3.448 5.043 8.755 
©•75 0.716 2.746 4.515 6.219 10.041 
i.oo 0.996 3.513 5.396 7.190 11.096 
1.50 1.533 4.781 6.694 8.838 12.801 
2*88 2.005 3.893 8.217 10.294 14.318 
2.30 2.383 8*822 9.440 11.641 16.034 
3.80 2.8*2 7.885 10.577 12.884 17.461 
4**©© 3.884 9.613 12.613 13.153 20.033 
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TABLE XLiiTcontfinued) 

 AkPHA.«  0.200 

O.iO 
0.25 
0.50 
0.75 
1.00 
1.50 
2.00 
2.50 
3.00 
4.00 

0.500 

0.040 
0.16C 
0.439 
0.719 
1.Ö63 
1.745 
2.390 
2.986 
3.542 
4.605 

0.200 

0.220 
0*696 
1.479 

2.847 
4.060 
5.160 
6.158 
7.087 
8.875 

J-JE.JJl 
0.100 

0.533 
1.363 
2.443 
3.342 
4.148 
5.603 
6.903 
8.076 
9.171 

11.282 

0.050 

1.043 
2.193 
3.489 
4.518 
5.427 
7.044 
8.483 
9.786 
11.002 
13.363 

0.010 

2.931 
4.511 
6.080 
7.259 
8.290 
10.130 
11.779 
13.287 
14.707 
17.493 

ALPHA - 0.100 

0.10 
0.25 
0.50 
0.75 
1.00 
1.50 
2.00 
2.50 
3.00 
4.00 

0.50C 

0.060 
0.250 
0.661 
1.070 
1.449 
2.288 
3.101 
3.845 
4.525 
5.7*2 

»••«»««»     BETA 
0*200 0.100 

••< 

0.386 
1.078 
2.080 
2.974 
3.762 
5.179 
6.450 
7.601 
8.649 

1 '.582 

0.872 
1.982 
3.381 
4.455 
5.391 
7.040 
8.506 
9.828 

11.034 
13.282 

0.050, 

1.600 
3.141 
4,733 
5.932 
6.958 
8.756 

10.354 
11.794 
13.116 
15.598 

0.010 

4.177 
6.122 
7.938 
9.255 

14.383 
12.365 
14.143 
15.766 
17.275 
20.153 

ALPHA «  0.050 

O.IO 
0.25 
0.50 
0.75 
1.00 
1.50 
2.00 
2.50 
3.00 
4.00 

1.172191 

0.500 

0.090 
0.370 
0.899 
1.430 

*1.928 
2.783 
3.786 
4.664 
5.462 
6.860 

0.200 

0.523 
1.481 
2.689 
3. 771 
*.687 
6.275 
7.687 
8.965 

10.126 
12.2C5 

BETA 
0.100 

1.223 
2.640 
4.330 
5.568 
6.617 
8.430 

10.028 
11.471 
12.783 
15.161 

0.050 

2.224 
4.102 
5.967 
7.315 
8.445 

10.394 
12   112 
13.666 
15.084 
17.682 

o.oio 

5.419 
7.694 
9.719 

11.159 
12.365 
14.460 
16.336 
18.055 
19.649 
22.613 
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TABLE XLII* (concluded) 

Y « 2.000 

ALPHA * 0.200 

I 
0.500           0.200 

BETA 
0.100 0.050 0.010 

0.10 0.110 0.478 0.976 1.692 3.844 
0.25 0.456 1.345 2.211 3.195 5.698 
C.50 1.129 2.576 3.722 4.898 7.622 
0.75 1.809 3.635 4.957 6.245 9.1i4 
1.00 2.449 4.578 6.036 7.419 10.407 
1.50 9.604 6.216 7.890 9.421 12.638 
2.00 4.654 7.651 9.495 11.157 14.580 
2.50 5.657 9.005 11.009 12.788 16.410 
3.00 6.650 10.341 12-501 14.40C 18.221 
4.00 8.604 12*964 15.452 17.603 21.865 

ALPHA » 0.100 

z 
0.500 0.200 

BETA 
0.100 0.050 0.010 

0.10 0.170 0.735 i.472 2.483 5.315 
0.25 0.660 1.901 3.104 4.391 7.513 
0.50 1.518 3.461 4.929 6.393 9.685 
0.75 2*397 4.723 6.361 7.925 11.325 
I.CO 3.198 5.830 7.594 9.236 12.731 
1.50 4.608 7.724 9.689 11.468 15.155 
2.00 5-830 9.336 11.466 13.366 17.236 
2.50 6.946 10.801 13.085 15.095 19.153 
3.00 8.023 12.215 14.649 16.771 21.017 
4.00 10.139 14.995 17.736 20.097 24.747 

ALPHA  - 0.090 

" I 
V 

BETA •*.«•••••••»•••«•• 

* 
■ 

0.500 0.200 0.109 0.050 0.010 

0.10 0.249 1.019 2.02G 3.295 6.757 
9.25 0.87S 2.489 4.094 5. SSO 9.260 
0*50 1.960 4.354 6.121 7.846 11.643 
0.75 2.959 9.797 7.719 9.532 13.404 

1 1.60 3.929 7.040 9.081 10*962 14.905 
. 1.50 5.572 9.195 11*382 13.382 17.477 

2.00 6.969 10.929 13.312 15.421 19.684 
2.9© 8.199 12.502 19,030 17.243 21.678 
3.60 9. »93 19.986 16.699 18.977 23.591 

1 4*0« 11.989 16.880 19.890 22.399 27.400 
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7.5.9 Prior-Distribution Analysis 

The ^rior-distribution input of the parameters 0^ and w is 
a controlling factor in the test. In fact, as shown by the tab- 
ular values of Table XLIII, X » 0 if the prior distribution is 
good. Then, theoretically, no testing is necessary, although ir 
practice this decision would not normally be made. 

Prior-distribution development has always been a trouble- 
some area in Bayesian statistics, rlowever, the evidence that 
Bayesian methods are being used more than ever (e. g., in reli- 
ability demonstration) will provide impetus to developing appro- 
priate procedures and data. In addition, the current emphasis 
on establishing centralized Government and industry reliability 
and maintainability data banks will provide a good source of 
historical maintainability data. 

At the moment, the following are possible sources of in- 
formation for us> in developing prior distributions: 

Maintainability predictions and assessments 

Previous demonstration tests 

Observed maintainability of similar equipments 

Design and development tests 

Subjective evaluations 

These sources are discussed briefly in the following paragraphs. 

Maintainability predictions and assessments can provide use- 
ful data through (1) analysis of past relationships between pre- 
dicted and observed maintainability, (2) confidence-interval 
estimates such as those provided through prediction-by-function 
approaches, and (3) use of several acceptable seta of prediction- 
input data. 

Procedures are available for using the results of previous 
demonstration tests as prior information for subsequent tests. 
This is a natural application of. Bayesian statistics. 

Products similar to those under test are an important data 
source. Their observed maintainability characteristics are 
valuable data, but differences in design, part reliability, de- 
sign maturity, environment, etc., must be accorded for. 

As the equipment progresses through development, various 
engineering tests are performed on parts, assemblies, and com- 
ponents. While these teats may not be designed to provide es- 
timates of maintainability parameters, such estimates can be 
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obtained if appropriate recording procedures are established. 
For example, all maintenance times on a design-conformance test 
should be recorded to establish benchmarks. This information can 
then be used, for example, to, adjust maintainability predictions 
baaed on paper designe. 

Subjective evaluations' are quite controversial, but at this 
time it is unlikely that sufficient directly applicable data are 
available for developing prior distributions; engineering Judg- 
ment will be required to adjust existing data to the probler. 
and to use qualitative appraisals as necessary. In any case, it 
is important that the producer and consumer agree on the appli- 
cability and realism of subjective evaluations used for prior- 
distribution analysis. Research is being conducted on the 
quantification of personal judgments for Bayesian applications, 
and specific approaches have been developed (see Reference 11 
for an example;. 

~     2 
Three very simple methods for estimating 6 and w are out- 

lined below. 

7.5.9.1 Method 1 - Use of Historical-Data 

The maintenance-time data that were collected for 21 equip- 
ments during this study have been analyzed to obtain values for 
—i    2 
ö^and w , the mean and variance, respectively, for the normal 
prior density required for use in the Bayesian test. These 
values are presented in Table XLIII for eight categories repre- 
senting various combinations of environment, maintenance index, 
and inclusion or exclusion of no-trouble-found actions. 

In the absence of more pertinent deta, these values can be 
used as prior information or can serve as initial values to be 
modified by predictions, subsequent development tests, and sub- 
jectlve-type analyses. 

7.5.9.2 Method 2 - Use of Predictions 

Maintainability-prediction procedures such as-those pre- 
sented in MIL-arD-472 and in Volume 1 of this report constitute 
a means for obtaining e. normal prior if "pessimistic" and "op- 
timistic" prediction Inputs can be reasonably calculated so th«t 
pessimistic and optimistic predictions will be obtained for the 
mean p, or median, n. 

p 
In  is recalled that 0  is assumed to be known either 

through use of the tabular values given in Table XXVI or through 
the prediction procedure of Subsection 7.3.5- 



TABLE XLIII 

OBSERVED MEAN AND VARIANCE OF 0 FOR 
NORMAL PRIOR-DISTRIBUTION ANALYSIS* 

System Type 

No-Trouble- 
Found Actions 

Included 

Nq,-T.;*ouble- 
Found Actions 
Excluded 

Mean, 

0 

Variance, 
2 

w 

Mean, 

0 

Variance, 
2 

w 

Avlonic Systems 

Corrective-Maintenance Time 
Corrective-Maintenance Man- 
Hour3 

Ground Systems 

Corrective-Maintenance Time 
Corrective-Maintenance Man 
Hours 

-0.451 

0.007 

-0.442 

0.058 

0.299 

0-550 

0.214 

0.226 

-O.297 

O.I65 

-O.545 

0.129 

0.287 

0.540 

Q.190 

0.167 

*A11 e figures shown are based on times recorded in hours. To 
conv-ort to minutes, add 4.094 to the tabular value. No con- 
version is necessary for the variance values. 

Given two predictions of the mean — say, M-L' the lower or 

pessimistic value, and p..., the upper or optimistic value — there 

are two equivalent predictions of Q: 

0L - £n  u-L - a  /<? 

0Tj = in ixy - a
2/2 

If median values are predicted — say %  and fL. — then 
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If It is assumed chat the range (0„ - 0L) encompasses 

lOGx(l-p) percent of the total of possible values oi'  0 and that 
the feest estimate is at the midpoint of the range,, the following 
prüor estimates can be used: 

0 - 
9U"eL 

9  (0TT -0T.)
2 

^P/S 

where Z /2 is the normal deviate corresponding to the (l-p/2) 
percentile. 

Another procedure is to use a predicted vnlue for \ii     say 

a,  and 100x(l-p)$ confidence limits fo** a1" from the prediction 
2 2 procedure of Subsection 7.3.5. If a r  &nd a .. represent the 

lOOx(l-p)^ confidence limits, then 

0L * in 5 - ff ^2 

0TT - in J- 0
2 /2 

and, as above, 

eU " 0L 

(0n - GL)'~ 

2T P/2 

1 
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where Z ,, in this case represents the normal deviate oorrsspend- 

ing to a 100x(l-p)# confidence i~wl associated with the a ^ and 

Ü values. The value of <j- to uae in the test should fee the 
•:*2 

point estimate <T unless there is reason for using a more con- 
servative value. 

7.5.9.3 Method 3 - Subjective Methods 
 1—■—-—— —• 

Instead of predictions« subjective evaluations say be used 
_    5> 

for obtaining 8 and w . For example, suppose the following is 
believed to be reasonable: 

- 

(a) There is & 5O-5O chance that the mean corrective- 
maintenance time is less than 1 hour. 

(b) There is only a 10-percent chassce that the mean 
is over 1.5 hours. 

(c) There is only a 1-percent chance that the moan la 
.less than 1/2-hour. 

■ 

Prom the relationship JA * 8 
equivalent statements: 

Ö+ cr2/2 , t«e following are 

(a) p[e 0+ c2/2 «0.53  - 0.Ö1 
2 

(b) p[e **** /2 * 1.0] - 0.50 

* 

- 

(cj see e-m2/2 i  1.53 0.90 

2 A&sume a value of 0.8 tor a 

Taking logarithms and substituting numerical valuer le&as 
to the following: 

(a) P[0 £ - 1 093] - 0.01 

(b) P[® i - 0.4] «• 0.50 

(c) If 9 ao.006] - 0.90 

Prom the normal prior assumption for W»  the (b) relation- 
ship establishes that IT.« -0.4. Two possible w values are as 
follows: 
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Prom (a) and (b) 

w ,   Ä0.99       0.50       *#A3 

or 

w* - 0.088 

Prom (b) and (c) 

or 

0.006 - (-O.'Q 1 pft 
w™* " Z0.10 " Z0.50      1*2b 

w    = 0.101 

Averaging these two values yields an estimate of w = O.095. 

7.5.9.4 Comment 

It is emphasized that the three methods described above 
are quite simplified and that, in fact, a combination of all 
three may well be used in conjunction with maintenance data that 
may be available on similar equipment. 

If a Bayesian test of th£ type described is to be performed, 
management must ensure that necessary tests, data collection, 
and data analyses take place during the development program for 
use ;!xi establishing a prior distribution or modifying one 
developed early in the program. 

1 
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TEST AEKIOSTR^ICfl ÜKD IMPIJB^^ÄTICH 

8.1    GENERAL 

Various administrative and procedural aspects of the main- 
tainability-demonstration program are discussed in this section. 
Many of the guidelines and recoaasendation» are a result of ft 
study of previous demonstration-test plans, results, and cri- 
tiques ,13 

8.2    TEST SCHEDULING» ..♦■ 

Table XLIV, which is abstracted from Attachment 1 of Air 
Force Regulation 80-14, Test and Evaluation of Systems, 3fofe-» 
systems, and Equipment (R&$), summarizes the three major Mr 
Force R&D test categories. 

Ideally, a maintainability demonstration should be 
uled for each test category.    Category I £esta «t the e^fi?**?^st 
lfjvel can provide information for improving the maintainability 
design before large-scale production build-up.    Further dtegig» 
changes, integration pr blemS;  and maintenance policies and 
procedures con be evalu«*ced during a Category II test.    A cat- 
egory III test will permit as realistic a measure of operation*! • 
system maintainability as possible for final verification. 
Information is also provided in Categoiy in tests for evaliMH- 
ting the adequacy of the maintainability support program in 
terms of training, technical manuals, failure-reporting proce- 
dures, etc. 

By the nature and timing of the tests, a Category I test 
will prob&oly be based on a raUU-inducement sasspiing procedure« 
Either fault inducement or natural failures, or both* are 
applicable for a Category II test, while natural failure» should 
be the primary sampling approach for a Caterer/ III test. 

In scheduling the maintainability-demonstration test, 
consideration must be given to other test retirement« (e.g., 
reliability demonstration) end the usually limited mmbev of 
equipments or systems available for testing in the e*rly «tages. 
The tests must be conducted early enough so that sample~sise 
requirements can be met and time is a-TailÄ^U; for instituting 
necessary design or procedural changes as a result of the test. 
On the other hand, the tests should be scheduled so that neces- 
sary training hoe taken place, documentation is complete,  and 
information for establishing fault inducement and ether proce- 
dures is available«    unfortunately, thsee two r®<mlx>me>'*&& may 
conflict somewhat and a compromise schedule may have to be 

*3 A particularly valuable reference in bt&M regesd is tire vwMwt« 

WDL Division, December 1965. 
T? 21? 
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TASLS XLIV 

&C^OTSmOK TBSTIHÖ - AFR 80-14 

Category I Tests Category ]£ Tests Category III Teste 
Test Category 
Description 

Subsystems Develop- 
ment Test And 

Evaluation 
Development test aM 
evaluation of the in- 
dividual coifipcnents, 
subsystems and,, in 
cert sin. cases, the 
coasplete system un- 
do*- control of AFSC. 
In addition to quali- 
fication, the testing 
provides for rede- 
sign, refinement, and 
reeve1uation as ne- 
cessary including the 
practicality of using 
current standard and 
cossserciai items. 
These tests are con- 
ducted predominantly 
by the contractor, 
but with the Air 
Force active part* ■ 
©Ipation, evaluation, 
and control. 

System Development 
Test and 
Evaluation 

Development test and 
evaluation spanning 
the Integration of 
subsystems into a 
complete system in 
as near an opera- 
tional configuration 
as practicable under 
control of AFSC. 
Suitable instrumen- 
tation will be em- 
ployed to determine 
the functional capa- 
bility of subsystems. 
Cat. II is a*. Air 
Force effort with 
contractor partici- 
pation, under Air 
Force direction and 
control, and with 
active operating and 
supporting eceaiand 
participation. Ac- 
tual test operation 
and maintenance 
should be perforated 
by military person- 
nel who havel re- 
ceived formal system 
training.  ; 

Operational Test 
And »valuation 

Test and evaluation of 
operational systems by 
operating command. 
These tests include all 
components, support 
items, personnel skills, 
technical data, etc., 
and will be performed 
under as near opera- 
tional conditions as 
practicable. Cat. in 
testing will be con- 
ducted, using a config- 
uration as jointly 
agreed by the operating 
coitnaand and AFSC/AFLC. 
Cat. IH tests will be 
conducted per a/ specif- 
ic test plan. Cat« m 
testing terminates wren 
preplanned objectives 
of acquisition plan 
have been fulfilled. 

J_ 

Control; %atem» Cor« 

sipwiiis 
, ©©»tractor g Using 

11 

Control; Systems Cora- 
»end 

Participant's s 
Contractor- ütei&g 
Qmmam&», &v@port 
OHHMfti 

Control: Using Commands 
Participantss 
£PS€, Support Com- 
mands, Contractor 
Wh*n Required 

■ 
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6.3   PRICININPOfftlATXGN REQOXRIiMEKTS 

The use of prior information in the design, conduct, and 
evaluation of a maintainability dessonetration has been discussed 
throughout this report.   Several of the more important appllcft- 
tlons are summarized in Taole XLV, 

It should be a continuing effort of the iEAtnfcainability- 
demonstnation management group to ensure that $11 available 
pertinent information is properly collected* recorded, end 
analyzed.    Specific efforts to obtain necessary prior informa- 
tion should be planned and instituted as necessary (e.g.* 
special tests or collection of data on similar systemsJ. 

8.4 MAXNTEKANOS-FERSCBDIEL SELECTION 

thdgat 

1 

To the extent practicable, the personnel involved in *h© 
maintainability demonstration should be representative of t 
expected during normal operation. The best choice would be 
those who will actually be assigned to the equipment for the» 
the specific training and experience received during the C&8&5»- 
st rat ion program will be of value in the future. Achieving 
representativeness involves evaluation of skill level, education, 
general maintenance training and experience, find training £&l 
experience that are specific to the equipment in question 
evaluations should apply to both technicians and supervisory 
personnel. 

it is most desirable that the »elections be ®«de from Air 
Force personnel, and this should be stated in the contract unless 
circumstances prohibit such a clause. If this is made a contrac- 
tual requirement, the necessary planning for selection, training, 
and indoctrination can be completed early enough so that even a 
Category I teat can be performed with Air Force personnel. The 
contractor will normally require that he be allowed approval of 
selected personnel; therefore, biographical information should 
be made available to him. 

Another consideration concerns the number of personnel to. 
make up the maintenance-tea» pool. The greater the nusfter, tho 
better the chances for obtaining.a representative suspilag of •' 
maintenance times when technicians are »«signed to tasks ran- 
domly. In addition to cost factors there is a Unit to the 
number of technicians that should be available. If there are 
too many technicians, with the limited sample pise of the test, 
each technician will perform only several tasks and thus the 
learning that would be acquired in operational use ts heM to 
a minimum. 

■ 

It is rocomaended in the Philec Report** that a 
teac perform no more than six tests and that teas personnel jot 

&4 Ibid. p. 61 
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TABLE XLV 

SuWiftHy Off miOR-IKPOKMATION APPLICATIONS AKD DATA SOuRCES 

Application 

Maintainability-.mdex 
Selection 

Maintainability- 
Demonstration Re- 
quirements 

Type of Information 
Required 

Overall system require- 
ments 

Sources 

Data for determining 
rea.;.i«itio and consis- 
tent index values 

Concept and Defini- 
tion Phase studies 

Technical develop- 
ment and program 
package plans 

Maintainability pre- 
dictions 

Historical data 
Allocation studies 

mintainability- 
Damonstration Risk 
Values 

Selection of Statis- 
tical Test 

Staple Size and 
Decision Criterion 

lug Scheme 

Test and operational 
cost dat;a 

Historical cost data 
Cost Predictions 
Logistic analyses 

Maintainability-distri- 
bution data and avail» 
ability of test inputs 

Historical data 
Engineering analyses 
Maintainability pre- 
dictions and 
analyses 

Expected values of main- 
tainability -related 
parameters 

(" 

Maintainability pre- 
dictions and 
analyses 

Historical data 

Maintenance-task identi- 
fication and relative 
frequency of occurrence 

Conduct of Test 

Engineering analyses 
Maintainability pre- 
dictions and analyses 
Historical data 

Information for achiev- 
ing maximum possible 
realism 

Operational plans 
Training-require- 
ment studJ.es 
Environmental 
studies 

. 
I      ' 

I 

;* 

: 
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be mixed. Th{, limitation of six tests is, perhaps, somewhat 
severe. If a maintenance team consists of two men, and 50 task& 
are to be performed (e.g., per Teat Method 2, MH.-6TD-471), there 
woulu have to be at least nine teams, or a total of 18 mainten- 
ance personnel. 

There is no single correct solution. Consideration must 
be given to the training and equipment-familiarization program, 
frequency of expected maintenance, planned manning levels, and 
the learning effects of time compression. From past demonstra- 
tions involving approximately 50 tasks each, four or five teams 
appear to be a reasonable number. 

8.5 DEMONSTRATION-REVIEW TEAM 

The team designated as responsible for the conduct cf the 
test,, and for observation and interpretation of test results, 
must be carefully selected. Such a team would normally consist 
of representatives from Air Force Contracts Administration, the 
equipment contractor, the procuring activity, and the contractor. 
Representatives of the using command, APLC, and centralized Air 
Force maintainabixity- or effectiveness-assurance offices may 
also be on the team. 

An Air Force representative should be selected as the re- 
view-team director; he should be made responsible +r>i'  test prep- 
aration, overall direction of the test, coordination of the 
review-team activities, and preparation and submission of a renort 
of the demonstration results. 

The review team is responsible for the following: 

• Observing all aspects associated with the maintenance- 
task occurrences and determining whether they are valid 
for demonstration purposes 

• Recording maintenance-task-time data and other informa- 
tion pertinent to the decision criterion 

• Making decisions to handle unexpected circumstfincea that 
may arlie 

• Obtaining and recording data applicable to satisfying 
any secondary objectives 

• Evaluating the results of the damonstration, preparing 
the final report, and recommending acceptance or rejec- 
tion 

Member of the review team should be selected with c&re and 
should be thoroughly briefed. Particular emphasis must be placed 
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on the iaportanoe of unbi^aednees and adherence to the ranaom- 
neso retjuireiaant of the sampling process (e.g., in order of task 
ecc ^rence, technician assignment, etc.). 

It is most helpful to have written guidelines for the review 
tear»?, including the necessary data-collection forms, definitions, 
and procedures, &o that rigor and uniformity are establisned, 
Because of a natural variability in observer interpretation and 
focus, it is generally advisable to have at least two review- 
team Biembers as task-time-data reorders for each sampled task. 

6.6 DEMONSTRATION-DATA FOIL'S AND RECORDS 

There are two basic forms that are pertinent to the demon- 
stration: (l) observer record of individual maintenance-task 
performance, and (2) summary record of maintenance-task perform- 
ance . 

In addition, there may be a standard form for maintenance- 
personnel biographies, a checklist for review-team members to 
verify that all requirements are being met, and other forms to 
provide supplementary Information or meet secondary objectives. 
As discussed in Section III, the observation of maintenance 
design or procedural deficiencies is often an Important byproduct 
of the demonstration tests, and plane should be made to Identify 
areas for improvement. 

The observer record of maintenance-task performance is the 
basic data-collection form en which actual times are recorued 
by the review-team member for each maintenance task. The summary 
record is the form that summarizes the task-time information from 
the observer records for use in analyzing the results and calcu- 
lating the decision statistic of the test. 

Because the content and design of such forms depends on the 
specific conditions of the test, no (specific form is recommended. 
A sample forw that can be used as a gulds is presented as Exhibit 
3. The time data in this sample are recorded by the running-clock 
method, and the associated actions are described in a narrative 
manner. After completion of the task, each action can be eoc'ed 
acöordlng to preselected categories such as preparation, fault 
location, repair, and checkout. A debriefing to the maintenance 
technicians by the review team is recommended, and a special form 
can be prepared for this purpose. 

The summary form contains general background information 
and the task numbers and desired time elements from the data of 
the Individual task-record forms. An example Is shown as Exhibit 4. 

An example of a personnel data sheet (taken from the Philco 
report*10 1 u«ed in previous deiaonatrations of Air Force equipment 
is presented as Inhibit 5. 
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Contract No. 

Observer 

Tset Looatlon _ Site gg  

Maintenance Personnel _ A. s.<-h 

Task No. . 4. 

Data __a^t«L 

LOCATION OF FAULT 

Subsystem „_______„ 

Equipment - _  

Assembly __ 

Part  

FAILURE SIMULATION 

Type of Failure , 

Method of Simulation   

Observed Symptoms „  

Operation Mode __   

TIME DATA 

Time (Minuter) Number of 
Men 

Observer Comments..  : 

■ 

EXHIBIT 3 

RECORD OF- J^/JSABILrnr-DaDNSTRATION T TASK TI$E 
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System/Subsystem 

Contract Number . 
Dcte - 

Contractor -  

Numerical Maintainability 
Demonstration Requirement 

Test Decision Criterion 

Task 
No. 

Tae> De- 
scription 

r 
Observers 
(Codes) 

Techni- 
cians 

(Codas) 

Task. Times  (Minutes) 

Prepa- 
ration 

Fault 
Location Repair Check- 

out Total 

■ 

MEEBIT 4 

TASK-TUSK 

\ 

/ 

■ 

1   ' 
! 



I 

1       I ■ 

V      **• €&*s*fflmKaam. ,t«|H8fKHl. 

„%» <* BS£*—««i*-—i 

lädi Mte»l. SBSXHK 

t»efcnJ#*i S4fcnU «rt/wr «HKH UBSM. 

Sttwaejwi 
1   W M   INlllllihH 

r^MMMR) 

«ürsaa* <RA%2SB 

i  1—, ,     , 
/ - _ 

'. 

afc «ff HMaan «BWtfMMfi BWSiiMiiiwTfti 

"][•') 

  

G«Mp«(y/S3rMM5i «i fiwvt««   ** WRlö/Steaäi   Qp* off flftofe 

[ZI 

SJSS 

F 
E 

« M ieset«. 

i 

EXHIBIT 5 

PER30NHEL MTA S^m 

225 

• 



r 

" 

:M*r 

fmmmmuvxc® ACTIVITIES 

frier to the demonstration, the re view-team director ia re- 
sponsibXe for ensuring that all necessary preparations for the 
tosoßstsration have been completed. The Maintainability-Demonstra- 
tion Plan (see Section III) should be used «» the basic reference. 

The major tasks are described below. 

- 

6.7.1 m*Llte£. 
The site should be visited tc check the existier überall 

environrasnt and facilities again©* those pxaimed. Site personnel 
should «e briefed on the character and purpose of the leraonstra- 
tion to ensure understanding and cooperation. The arrangements 
nod» for equipment delivery> installation, and! checkout should 
also be made as applicable. 

The arra&gesaents made for the necessary maintenance support 
material,, such as test equipment, tools, manuals, and spares, 
should alao be checked against prepared checklists. 

Finally, the arrangements made for the demonstration-review 
team should be checked, Including the observation facilities, 
«part JS (for both the maintenance team and review team), instruc- 
tional guideline«, data forms, and stop watches. 

8«7«2 Training and Indoctrination 

Palntenance-team and review-team training and indoctrination 
should be reviewed to ensure that all important details have been 
öovered. A final briefing lust prior to the test is also bene- 
ficial. It would be expeditious to provide review-team members 
at this time with a checklist of items for verifying that the test 
conditions meet the requlr&uents. 

Toe maintenance team should be made completely aware of the 
partoM of the test and the procedures to be followed, It should 
be streamed that it is not their individual performance that is 
being tasted but ratiier that of equipment maintainability design 
m& supporting materials:, Before the test begins, the review 
tea® Should obtain biographies of the maintenance team to aid in 
task assigraaent. 

When the test sample sise has been established and the main» 
t*osjiee-t«S)k population identified, it is necessary to determine 

äiatoal faelts to be .Induced «be» stapling 1B accomplished by 
lsdac«fgsast, (/or & n«fcta^.~ failures test, this effort 

fesassM &* directed to providing the information necessary to verify 
«ifeqp&cy of the observed ssnpliag distribution of tasks.) 

M 
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By «*« of the procedures suggested is S&vZ^m vl, a list of 
maintenance task» and associated tmsm for their sSssalation should 
h* prepared.   It is recommended that sore tegtas ths» f«ön^n*£ to 
?repered in order to anticipate unexpected dlffiealtles in th» 

ask simulation.   The dlsti'lhiition of the "baefeop* task ss&uld 
also be in accordaüs* with the »rocedarse of Sectlos TX. 

It la suggested that trials be performed tor Mm various 
laalt-selectlon saetihoas, to ensure that the sys&tssi indi#«6i©i» 
«rill be as planned, 

The sequence of tasks should be ordered randomly (e»$», by 
a "numbers in the hat" msthod).    The maintenance tecSmtcians esj» 
then be assigned to the tastes in order exsept when mseh m .^pressen 
is contraindicated. Any review-tea» assignsar^it atonlcl also be 
made at this time, 

To accl'mate the technicians» instill &mfMmm®, m& rmflBS« 
the chances for unrepresentative results due to initial nvrvoua» 
ness, it is recossaended that the first task for each toeta%e£fiB 
be designated as a trial task.   Th£s should be one that 1« wall 
within the scope of his training m& experience and will j*@t to 
unusually difficult.   The results/of these trial tasks should 
not be included in the analysis but should be handled in the mm 
manner as all following tasks,   The technicians should not be 
informed of the ncture of these casks,. 

Ym trial tasks also accomplish a secondary objective - • 
testing the review-team procedures and observer &täm f on». After 
a trial task is performed, the review teem should meet to iifenfcify 
and correct any deficiencies in the planned procedures. 

The result of this effort is a listing of the taste to be 
observed., the fault- inducement »»ans for thair sij3ul©felo?s, the 
order of their occurrence, and the assigned technicians and 
review-teiwa members. 

8.8    CONDUCT Off THE TIST 

This subsection is concerned primarily with the. cojidiset of 
tests based on fault inducement, since the natural-failure samp- 
ling approach does not (^neraiiy require or permit as mmh careful 
control, 

A "typical" step-by-step procedure for conducting a fs«alt~ 
simulation test Is as felloes: 

{1}   The review-team director or designated representative 
ensures that the t*st area is ready for the test and 
*nac neceasaxv observer mä maintenance persons«! are 
available. / 

. . 
/ 
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(2) 

C3) 

im 

(5) 

(6) 

(T) 

m 
C9) 

The checklist of nee&gesry items is read off to erasure 
that all neaessary supporting, material is availabi* 
and the «nvironsent and facilities ere satlsfac* k-y. 

The equipment (including teat equipment)  is checked to 
determine if it 1» in proper working order. 

£he firs* of the preselected malfunctions-2* is inserted 
into Im cqulpaent in accordance with the prescribed 
procedure* torn  symptom-display indications may be 
cheeked at this tins» 

The maintenance teohnieians are called in asvl informed 
of the »Q«i*Hfient trouble jja a manner previously agreed 
upon and a« »Sailer as possible to that which would 
occur under norBSl- field operation. This issy include 
a written operator^eonplaJint record or a verbal des» 
crlpticn by a designated maintenance supervisor* 

Time recording by the observers in accordance with the 
prescribed taak-tiae record starts as soon as actual 
maintenance - begins. 

Any unusual hindrance or delay, such as unavailability 
of a required spare part* should be noted by the ob- 
servers so that final analysis will provide an unbiased 
measure of active-maintenance tliae or man-hours. 

When the* raaintenönco task is completed and the TopäSa* 
has been verified by the review team* the area will be 
cleared and preparation for another task will begin. 

After each task or series of tasks, the maintenance 
team should be debriefed while the nest task is being 
prepared, to obtain their cements on the maintainabil- 
ity features of the^equipment and supporting material. 

■ 

®h® following specific precautions should be taken? *? 

The maintenance technicians must not witness the fault 
assertion« 

Only prescribed maintenance manuals and handbooks should 
available to the technicians, 

• 

The maintenance technicians should not be permitted to 
converse with contractor representatives during the 
demonstration* but noroal «supervisory personnel should 
'bo made  available. 

A careful check should be me*?* to ensure that the fault 
Indueettent does not provide abnormally informative clues. 

£#Ae discussed above, it is xeeosnended that for each new tech- 
nician or fm    & total task be simulated first. 

4ir3rB» of these ittiu» in »lightly different form, 
m, banafiag to review-team personnel assigned to a 
I®i3&a*n±ty>«^e»esaeto«*l9n program« 
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• She maintenance technicians should not know the possible 
tasks to be simalsfced, ass the eoafc^actor should I« 
unaware of the selected task- ?Mir. 

• The demonstration site should 7?ov£ae «of?£e&ant 
visibility for adequate review-teaa observation. 

. The decision to include repair tiaae for- soy naturally 
occurring failures or secondary failure* shoeld be nadm 
beforehand £h case each events occur« 

. Data records should be reviewed periodically to verify- 
that appropriate detail and accuracy an» being regarded« 

One specific problem that can occur during the test is 
extremely long maintenance times* Occasionally a 1&..:*viiclCB ma®* 
have great difficulty in diagnosing a failuve snS affea. a long 
period of time he has essentially made no headway. To nasalm ; 
this problem, It is advisable to designate a cutoff time—»ay an 
estimated 95th percentlie value» by which time the test is 
unless the review team feels that a productive approach is 
way. 

The analysis of such occurrences poses problems since the 
long maintenance times aiay well be due to inexperience of the 
technicians. If it is clear that with sxpa?ienee täe teehAleioD 
would act have had the difficulty (and perhaps this ean be cneekad 
by repeating the test using another technician), an estimated 
value of the expected task time under more realistic ccttdltlosis 
may be used. As an alternative, another back-up task ntf be 
observed to replace the troublesome one. Hhile these .sm prac- 
tical solutions, their implementation opens up the question of 
test bias. 

. 

- 

In case a review of the pr-vblem indicates ili&t the fault is 
with the maintainability design ^athor than with the technician 
or environment, an estimate of the required test statistic such 
as the mean can be made by analysis of the completed-task times 
in conjunction with statistical theory on censored or truncated 
observations. 

As a simple example, assume that the guidelines to the review 
team are to stop the tent when the maintenance time exceeds X* 
(say an estimated 99th percent lie value). If a observations' are 
made, and k observations are greater than X* (k should, of course, 
be small, say only 1 or 2), then actual times are rese'ded on 
(n-k) tasks. 

If a lognormal distribution is assumed, the maximum likeli- 
hood estimation for the ««sari is 

I* m~-ti 
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> i» on auxiliary estimating function for which tabl 
available < *a ■'-• are 

S.9 DATA REKTOTION AND ANALYSIS 

The primary effort (data reduction and analysis) is the develop- 
ment of the statistics required by the statistical demonstration- 
test procedures, such as mean number of man-hours to complete 
corrective maintenance or the time associated with the 95tn 
percentlie. This effort should be under Air Porce control, 
preferably through the review-team director. 

Before such statistics can be obtained, however, data should 
fee edited to ensure recording accuracy and consistency and to 
check that all test-condition requirements have been met. 

The assumptions made for the statistical-test design can 
first be checked, and if there is indication of a disparity, 
further analysis will be required before a decision can be made 
to proceed. An alternate nonparametrie test can be used, for 
example, if it Is found that the lognormal-distribution assumption 
is a poor one, 

In addition to the calculation of the test statistic, further 
data are generally available that can add to the store of know- 
ledge of maintainability. At a minimum , these data should be 
tabulated and summarized. 

The means for calculating the test statistic and the appli- 
cation of the decision criterion has* of course, been determined 
beforehand, and once numerical values are obtained, the decision 
of accepting or rejecting is fairly straightforward. / 

war BEPORTING / 

The final effort of the demonstration activity is the prep- 
«WEticn of the Maintainability Demonstration Report by the review 
team. For extended test periods interim reports may have also 
feeen prepared» 

*■«&. Clifford Cohen, -Jr., "Tables for Maximum Likelihood Estimates: 
Singly truncated and Singly Censored Sanples", Technometrios, 
v*«*l» 3* Bo. ^* Kovenber IsSl, ■ 
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The final report need not be unnecessarily derailed, since 
reference c&n be made to the Maintainability Demonstration $©a* 
Plan» The following is a possible format for tim reports 

1. Introductory Section 

A summary of test objectives, including identification of 
equipment, manufacturer, contract number, riiaoerlc&i require- 
ments, demonstration site, and review-team members. 

2, Test Conditions ~- 

V 

* ; 

A summary of the test conditions, including maintenance 
personnel, with particular reference to deviations from the 
Maintainability Demonstration Flan* 

3. Test Procedures 

A brief review of the proceedings of the demonstration 
noting particular problems and means taken to overcome tfasm. 

4. Test Results * 

A summary of the observed data and the results of the 
analysis made for decision purposes. 

5. Discussion 

A discussion of the test results and analysis, along with 
qualitative findings of the review team and maintenance terns. 
Deficiencies in test design and procedures should be noted 
here, as well as deficiencies in the maintainability design 
and procedures associated with the equipment under test, 

6. Recommendations 

A ipecific recommendation on 'acceptance or rejection of the 
equipment under test and ether recommendations for Improve- 
ment in equipment, procedural or test design, 

e.U ACTIONS POLLOWIMJ REJECTION 

It is a requl-saent of MXL-9ED-471 that a retest be performed 
if the equipment fails to pass the demonstration test. Such a 
r«8t@at must be scheduled to permit design and procedural changes 
to be made to correct existing deficiencies, Generally, the coot 
of such redesign should be borne by the contractor and not be a 
subject of renegotiation^ If this is not stated clearly and un- 
equivocally in the initial contract, one of the major purposes of 
demonstration — providing the incentive for good design —■ Is 
thwarted» 

teThls, of course, is based on the assumption that test failure 
is due to contractor deficiencies rather than Government deficiencies» 
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A more direct aeans for providing such incentive is through 
an incentive contract la ^hieh the amount of the contract award 
appends on the result« of the demonstration effort. 

For the retest. the contractor should first submit a report 
describing the efforts made to Improve the equipment's maint&ln- 
«fcillty, and these efforts should be approved by the procuring 
activity. A second test of unimproved equipment or procedures 
is to be avoided, 

The task.-B*apllttg scheme should be revised for the retest. 
The same procedure may be applicable, but a new set of random 
mashers should be selecter! as applicable so that the contractor 
cannot, by knowing she tasks fco be sampled, olan his Improve- 
ments solely to pass the test. 

All other conditions concerning the conduct of the test 
should apply for the retest. 

■ 
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SECTION IX 

CONCLUSIONS AND RSCQMMBN22ATION3 

9.1 GENERAL 

This concluding section is, In essence, a summary of the 
major points made in the report. The major conclusions and 
recommendations made in the previous sections are repeated or 
summarized here for emphasis. For convenience, the pertinent 
sections of the report that deal with the subject of Interest 
are Indicated, ^ 

9.2 THE CONCEPT OF MAINTAINABILITY DEMONSTRATION *' 

Maintainability demonstration must be a contractual require- 
ment in accordance with MIL-STD-470, and p ans for meeting the 
requirements of MIL-STD-471 must be detailed in a Maintainability 
Demonstration Plan submitted by the contractor (Section 1,1). 

The demonstration procedure is essentially an application 
of the statistic^1 theory of hypothesis testing and must &e plan- 
ned and conducted as such (Section 1.1). 

9.3 THE CURRENT STATUS OF MAINTAINABILITY DEMONSTRATION 

Some of the more important conclusions end recommendations 
resulting from the survey (Section II) are as follows: 

• Maintainability demonstration is primarily a s»in- 
tainability-control and information-generating process. 

■ Many contractual documents contain inadequate main- 
tainability-demonstration provisions. 

• A major problem concerning the conduct of the teat is 
the differences between test and field environments. 

• Allocation from higher-level requirements is the prefers*«** 
method for determining numerical test requirements, 

• The mean Is the generally preferred index of specific&tien^ 

• MIL-STD-471 is generally acceptable except that great«? 
flexibility should be offered. 

9.4 DEMONSTRATION AS A PROGRAM ELEMENT 

Timely planning and careful management of the maintain- 
ability-demonstration program7 are required to fulfill the require- 
ments of MtL-STD-470 and MIL-STD-471 (Section 3.1). 
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The following additional conclusions are made: 

•, A nkftintainability-demonstration test does not guarantee 
achieving the required Maintainabi?ity. It focuses the 
contractor's attention on maintainability, but often this 
is not sufficient unless penalties for test failure are 
included in the contract (Section 3.2). 

. 
• The contractor's aaintainabllity-demonstration plan must 
meet the requirements of MTL-STD-471. Its development 
should be one of continuous refinement to reflect changes 
in requirements and design and to incorporate the results 
of maintainability-design reviews, predictions, and 
assessments (Section 3.3}• 

• An important by-product of a maintainability-demonstration 
te3t is the information provided for improving equipment 
reliability and maintainability. The passing of the test 
does not mean that important improvements cannot be made. 
The procuring activity should plan to have appropriate 
personnel monitoring the test to discover design defi- 
ciencies and recommenc* improvement (Section 3.5). 

9.5 THE STATISTICAL BASIS OF DEMONSTRATION 

• Pull understanding of the meaning of the a and ß risks 
associated with a demonstration-test specification must 
precede the assignment of*numerical values (Section 4.2). 

• The numerical maintainability-demonstration test require- 
ments must be presented in a manner not subject to mis- 
interpretation. This is especially important when the 
requirement is stated in terms of confidence levels 
(Section 4.3), 

• The choice between variables t\nd attributes tests, single, 
multiple, and sequential test'*, nonparametric and para- 
metric tests, and classical and Bayeslan tests requires 
full consideration of the information requirements and 
necessary assumptions associated with combinations selec- 
ted as possible alternatives (Section 4.6). 

9-6 miNTAINABILITY-DEMDNSTaATION-TEST SPECIFICATION 

The more important requisites for a maintainability- 
demonstration- test specification are as follows 
(Section 5il): 

- The maintainability index should represent a measure 
that Is directly influenced by equipment design so 
that tba producer can plan for high assurances of a 
pass decision, but bears the responsibility for a 
reject decision. 
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- Relationships (at least qualitative^ between design 
parameters and thn maintainability index should be 

*  Known so that design evaluations and predictions are 
possible, 

- The maintainability index should be appropriate for» 
and measurable in, the demons trat Ion -tesi, environment. 

- The maintainability index should be related to nighej- 
level system-requirement parameters, and numerical 
values should be consistent with values for these 
higher-level parameters. 

- Adequate sampling and statistical-evaluation pro- 
cedures should be available for demonstrating con- 
formance to the requirement. 

Corrective maintenance is generally more critical than 
preventive mainbent nee when operational requirements are 
considered; especially if the latter can be scheduled 
during non-use periods (Section 5.2). 

The man-hour-rate index, such as maintenance man-hours per 
operating hour? is a direct function oi both reliability 
and maintainability; therefore, a test based on such an 
index should be the responsibility of both the reliability 
and maintainability groups. Models for relating expected 
man-hours per Maintenance action to man-hour rate can be 
developed so that a test based on the former provides an 
indirect control on the latter (Section 5.2). 

The mean index is strongly influenced by long maintenance 
times, while the median is not. The mean generally pro- 
vides better manpower cost control, is derivable from 
higher-level specifications, and has more desirable statis- 
tics] properties than the median. The median is applicable 
to distribution-free tests, has direct operational meaning 
in terms of being a 50-percent percentile value, and for 
the iogncrmal distribution is not dependent on the value 
of a2  (Section 5.2). 

The Maintainability Index Selection Matrix (Exhibit 2) 
should be used as a guide in choslng the main --ainability 
index (Section 5.2) 

Three basic criteria for assigning numerical values for 
the selected maintainability index are (Section 5.3)/. 

(1) The specified value should be consistent with 
higher system-level requirements. 
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(2) It should be realistic. 

(3) It should per&ain to the demons tritt Ion environment. 

• Trade-off approaches, between reliability and maintain- 
ability Indices, given an overall availability require- 
ment, should be considered for obtaining numerical 
requirements (Section 5»3). 

• Maintainability predictions and analysis of historical 
data should be used to assess the realism of specified 
values. Tables XII, XIII* XIV, and XV present pertinent 
historical data (Section 5*3). 

• Tli» closer the tust environment to the expected field 
•-nvironaent;, tfc acre meaningful the demonstration. 
Mv&ry effort she ild be made to achieve such similarity. 
Tables XVI and XVII present information factors to con- 
sider and causes of discrepancy, respectively 
(Seetic« 5.3). 

° The assignment of test risks must consider the corres- 
ponding effect on required test saaple size (Section 5.4). 

- Us« of prior information in terms )t  test costs and 
wroKg-decision costs can be used in a decision-theory 
»©del for assigning appropriate test risks (Section 5-4). 

9.7 SELECTION OP MAIflTgNA«CE-TASK SAMPLE 

• The natural-failure approach to sandle selection is the 
preferred choice but often is inpractic&l because of 
tins and equipment liml unions (Section 6.2), 

• A combination of natural-allure and fault-inducement pro- 
• cedures should be considered if it can be feasibly imple- 
mented (Section 6/2). 

• Ffciluros that occur naturally during .. simulated failure 
teat should be included in the sample (Section 6.2), 

• Care mast be taken to see that the fault-inducement pro- 
cedure 'generates a representative sailing of maintenance 
tMloi. Intermit *ienci©s, degradation-type failures, 
»«conr* ry failures, and the like should be considered 
along «ith tv» usual catastrophic-failure modes 
(Section 6.3). 

» 

• Ths contractor should make plans for retaining parts, 
circuit c«.*<Ss, aaseribl'.ee, etc», that have been rejected 
tertng dev<» Lopm»mte reliability, and quality-control tests 
for »M m mousing asjacatastrophic failures (Section 6.3). 

\ 
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A list, of aaii&ensjtee tilge* la weom» for ijäsüemntine 
natural» fsdlu^" tests m well ft» fault-in<^«s«o»nfc teets 
(Section 6,3). 

: 

■ 

* Staple random sampling Is preferred over proportlocal 
stratified random sampling whee the analytical ftsp«*fcc of 
the demons trat ion procedure are considered. ?ropesrtloiml 
stratified sampling, however, can provide 'better assarancs 
of a representative sample (See Table XX, Section 6.4). 

* The basic criterion ror stratifying the population of 
maintenance tasks is the expected Maintenance time {or 
man-hour 4s that, is, tasks within a stratus should require 
essentially the sause B»i&t3nance effort so tfes* mrlsbiitiy 
withlr a stratum Is small (Section 6.4). 

* The irequency with, which tasks are «elected within a 
stratum is a function of the relative frequency of ©ecus* 
rence'of the task» comprising the stratum (Section 6«4j. 

- A stratum comprising tasks not asscr .ated with pieces- 
part failures and not necessarily a result of unrelia- 
bility should be developed if the occurrence probability 
of such tasks is not negligible (Section 6.4), 

1 

' The symptom matrix can be used as an approach to strati- 
fication, especially if fault-location time is the major 
element of the maintenance-task times (Section 6.4). 

* 

STATISTICAL MfclOTAIF^IIJIY-DiCIOSSTllATIOH-TBST PLAKS 
- 

* A review of MEI STD-471 plans is presented In Subsec- 
tion ?.2j It should be consulted to determine the applic- 
ability of the. plans to the specific problem at hand. 

* Data and methods for estimating ^n f^i>*  the variance of 
the logarithm of corrective-maintenance time, are presented 
in Subsection 7.3.5 for use in determining numerical 
values and s&sple-size requirements and for use in Bayssia» 
tests. 

- 

Fourteen non-Bayesian mintainability-demonstration plans 
are presented in Section 7.3. Alternatives with respect 
to fixed vs. sequential tests, lognori»! vs. nonparawstric 
testt, and various parameter specifications are considered. 
Guidelines for test selection are also presented. These 
plans are believed to represent isproveiaents over the 
ICEL-STB-471 plane in terms of greater flexibility in risk 
assignment, test«°parameter specification, hypotheses, and 
forms of testing. 



' • A Bayesian teat 1A developed and Illustrated in Section 7.5 
for A fJxed-sampie test based on a lognormal assumption 
for the distribution of maintenance time. Sampling-plan 
tables and methods and data for prior-distribution analyses 
are also presented. 

9.9 TEST ADMINISTRATION AND IMPLBMKHTATION 

* The scheduling of maintainability-demonstration tests 
should conform to the >-est categories described in 
4FR So-Ik  to the extent possible (Section 8.2). 

♦ Management should make a continuing effort to acquire and 
evaluate all available pertinent information applicable 
to the demonstration (Fee Table XL5T, Section 8.3),, 

• Air Force personnel are the preferred choice for main- 
tenance- team selection. Representativeness with respect 
to education, training, skills, and experience must be 
considered in choosing Individuals (Section 8.4). 

* A deaonstration-reviei* team under the control of an Air 
Force representative should be established (Section 8.5). 

• Ifixaaple data forms, presented in Section 8.6, can be used 
as a guide for developing forms applicable to the problem 
at hand. 

• Frederaonstration activities by the review team should 
include & site visit, trailing and Indoctrination review, 
and preparation of task sample package (Section 8.7). 

• For each technician, a trial task should be established 
for acclimating the technician and instilling confidence 
(Section 8.7). 

• A "typical" step-by-step procedure for conducting the test 
and a list of precautions is presented in Section 8.8. 

* A maintainability-demonstration rttport should be prepared 
by the review teas. A saaple outline is presented in 
Section S.10„ 

* If the equlpsent fails the test, a ästest must be sched- 
uled in fficebvdanee with the requirements of JßL-STB-471. 
The task sailing for the retest should be based onra new 
«et of random nusfcsrs (Section 8.11). 

■ 

' 
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1.  BASIC EXPERTISE 

« - 
■ 

A random variable X h«? « logmmal probability (!*se?iba&.on 
if the logarithm of the variable is distributed <aor»ally. The 
lognormal probability density function is 

■ 

*w» £•?» e ' # o< jt <• 

where ZnX «= natural logarithm of X* 
■ 

If Y - inX, the probability density of Y is nowaal, mean Ba 

variance «T, 

The Important moment and distributional properties of the lost- 
normal are presented below? J 

' 

Mean 

Variance 

Median X 

Mode X 

«th 

&****&*-l} 

Geometric 3*-aan e ,s? 

■ 

' 
' 

. ■ 

. 

■ 

1 

Percentile gÖ+ZpO ^p w jjoj^ai deviate, i.e., 

Zp 

7: 1      „z% 
j%£ 6 dz « i-p) 

Coefficient of Variation » eff -1 

this -subject. on 
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The J^yrjom&l  is a positively skewed distribution, with 

äsgre« of gfce&ness increasing as a2increase«, from the above 
isfeanSas* it is seen that node < jaedian < mean. Because of the 

two parameters Q and <s%  the lognorm&l is a relatively flexible 
distribution. Several important properties possessed by the die» 

tribution are given below. The notation L {$,a  ) shall be used 
a lognormal density with parameters © and 0 S3. 

(A)    If X - L   (0>e*>, then Z « cXb » L, (Jne ■•• bo, b2c2),  {c>9) 

(B>   If X * *u fw,g ), then Z - I/x - 1^  (-0,c2) 
•    [case (A) with c»l, b«-l] 

(C)    If Xj » Lx    (019O12) and Xg » L     (02,a2
2) are independent, 

«1 * ^%^?m " Ift.(*iei-»*2ff2'*ltfl"^0i)'   (ai>°'a2>0) 
1 

.  ... 
*JU**£J*i 

H " <¥**#* * ^^l-^^i«!0!^0!)'   Ca^O^O) 

Properties (A) and (B) state that the lognormalitv of a 
random variable is preservedtunder a simple shape or scale trans- 
formation* and property. (C) states that the product and quoti- 
ent of independent lognormal variants is also lognorisal. 

It Jtai also be shown that if the product of two independent 
randeu variables is lognormal, then each random variable must 
slm fc* lognormal. This is not necessarily true for dependent 
variates. 

. 
The following central limit theorems hold: 

f6} tt %js %£i  ... JXJJ are independent positive variates with tho 
mm  distribution and 

• 
i la&x^ « N« j-a, 2, . • *, n 

?a? MicJ ••X» 3*1»  2, ..., n 

2 * I ' X^ is Myaftotlcally Lg imtü@Z) 

A-e 
- 
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As a corollary, the gecraeirie WSSSL { f?X<) ' is 

asymptotically lognormal, mean »$ variance = a /n* 

(B) If X^, Xg, ..., XR are independent positive variates such 
that 

■ 

- 

VarCinip - c* <« 

3 UlnX4«a j } • ©?<» 

n / n    n 
than Z »fix. is asymptotically Lg ( } &y   ) < 

provided that 

; ■* 

c. 
2 

«♦ 0 as n «♦ oo 

2. DATA AHÄLYS3S 

2.1 Graphical Analysis 
■ 

It Is usually advisable when analyzing any set of 
plot the observed sample observations so that distributional 
assumptions mar be verified. 

There exists logarithmic probability paper which yields a 
straight line for the lognormal cumulative distribution. Thus, 
if the cuBOiative distribution of an observed sample plots ap- 
proximately as a straight line* the lognormal assumption may be 
accepted as being reasonable. Naturally, puch a test is not 
rigorous but affords a quick method of judgirg. Such tests as 
the Chi Square test and the Kolmogorov Sssirnov test are preferred 
when more rigor is equ^rad. 

The use of lognormal probability paper also affords a quick: 
estimate of 6  and o . From the quantile equation 3L «8 + p5, 
we have 
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and 

1 ■  ■ : 

Ö ■ *n X O.50 

in * Ki + 
5?o obtain estimates cf XQslg, XQ -0 ana XQ g^, a straight 

lii>e is fitted through the points plotted on lognormal probabil- 
ity paper and the X values corresponding to the cumulative values 
of lo percent, 50 percent, and % percent are read off. As an 
^xaapla, a simulated sample of 50 from a lognormal distribution 

with 0 ■ 3, cr * 0.5 resulted in the observed cumulative distri- 
bution plotted in Figure A-l on lognormal probability paper. 

A straight line fitted through the points yields the estl» 
» , sattes XQ ^ - 32.0, XQ -Q ■ 20.5 and X0l6 « 13*0. Using the 

above equations we have the estimates 0 » 3.02 and er ■ 0.4$ 
corresponding to the true va3ues of 3 and 0.5* 

2,2 Feint Estimates 

For the iognownal distribution, it is advisable to consider 

separately the estimation of 0 and a   from that of the mean £(X) 
aisÄ the variance V(X). Several estimation procedures are possi- 
ble for each, such as maximum likelihood, method of moments, method 
of quantities, and graphical approaches. 

Table A-l presents these various methods of estimation assum- 
ing that a random sample of n observations is obtained. The cor- 
responding variance of the estimates and appropriate comusnts are 
also given in the table. 

... 

To illustrate the characteristics of the possible estimation 
a-  25 samplas of 50 observations each were obtained by 

©oaputer stHulation from a lognonsal distribution with 0  « 3 and 
e? * 0.25. eiBtlÄates of 0, 0 ,  I(X) and V(X) were computed by the 
m$Mmmi likelihood, fsoment, and quantlle methods for each sample. 
The average of these sample values as well as the sample standard 
dwfetioB of these tdp*-*jmtm are presented in Table A«2. It is 

that in all c««#» the estinates are reasonably close to the 
valua Mt that the Muciaw~'llk*llhood es^lKsate» have general- 

ly til« great:tat precision in ters» of ninisun: standard deviation. 

■ 

■\-4 
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MBU A-l 

rZSi CJTDUJV Ant 40» HtMBHTl«. K* FAMMURS OP THB LffiWORMAI, DEHln» 

rtiiHiii' ■Maoj S.CUM».  I                  \ /•rtwct or Xitlact«, V(X) Caemnt or» XetiKat« 

* Milan Ukmlibaot 

3                                                     \ 
y*A referred  nathod-aijilJiua vtriunc«. 

■karat i--*f*(4?) («0(A* *»* -*** ♦ *») Inefficient   cocparad  to H.I..*. 

qutntu« «» • V, l**9.zi * «*».„> l.afyty, Acceptable for large n.    Buy ccavputaticn. 

CraskKU *« " *o.so Hoc Appuetbl« 

\ 
2oV(n-l)                      \ 

\ 

For eariy indication.    Subjective. 

,' »m»a LttaUhooa •1-Ä?^i-^ Preferred Mfitaod, 

•aunt 

D    » 
X 1* 

£ . >* -l_l   -tint 
•              n K*4**3*»»') , v«ry inefficlon; cotvptrod to M.L.I. 

QWJitil» af - O.JS» (te X, M - tol,.„) S.OM(O%) acceptable for lorga n. 

Or«pMs»l Not ip»)lo«llls For early Indication. 

KM»* ****, ■MlWM UMlUxxxi 

»»«it i,tx) - t 

«f-«_t..*,*J L2 Preferred Mthod.    Mo»t .».«£«** „a-„ion. 

AOQ*pt«ble  enpanlallr Tor coaMnlrg 
■■■pi«. »V/h 

taMtli* BjU) - e*s ♦ s/i (*•*(«,) ♦K;!)].« Acceptable, ainlaw» efficiency -t 

65 percent M oc -»•». 

■ 

OrfcpWsaJ 34(x) - e**v "*A Not Appuoafele      \ 
G«n#r*liy good for l*rfc« n und 
«Mil  0   . 

JST" ■UtH UK»Ul>00d V*).e*x[>a(«f)-,D(^ =1)] [4«» /♦»«*(»,* ♦!)«].*- Fr«forr«d KStliod» 

mm   : v«-i»(^-»)2 (,« ♦ r," * «,• ♦ V ♦ ** ) a' Vurjr lnnffloiont-chould not o* us*«S. 

«HHtU* 4,ta) - •"» * *1 (•*! -1) [*r<*) ♦(%•..)■ »($].« Aee*ptftl)l«-«.rfiüi»!ncy tctsvsen 65 per- 
cent and 70 pvroent. 

lH|WM( V«) - e*« * *** (e"< -1) Not Applicable 
0«n»rally good for .large n and ar all 

WJBKJ    '!}   *»>     • «m*rt*l »** genwittil« niw.   Intwpuitian aagr k t nte*CMry> 

{*}   **     * »w MMtattl* ratue <wuuw< ilw ct*i««* urn fl •ted through ocaarvod point» en leg-pro MfelUt?      -.-)•*. 

(4 ».tts« e" (»- ^^ * ^"^j" « m j 

(4j i*   -r-» ■ 

is) «*     . [*«)]« « f* ♦ •* 

■ 
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TABLE A~2 

AVERAGE SAMPLE ESTIMATE (E) AMD SAMPLE STÄHBABD DEVIATION 
OF ESTIMATES (S) FOR THE FOIXOWINS KBTBQ^ 

■ — 

Parameter Theoretical 
Value Symbol Maximum 

Likelihood Moment Quantile 

9 3 E 3.022 3» 026 3.018 

S^ 0.0626 0.0633 0.0659« 
2 

0 0.25 E 0.242 0.229 0.240 

S 0.0438 0.0475 0.0495 

E(X) 22.7 E 23.17 23.15 23.09 
~S" - 15.50 15.54 14.78 

V(X) 147 E 146.2 140.2 146.3 
S 38.16 40.42 40.07 

1 , 1 . 

2.3 Confidence-Interval Estimates 

For 0 and o2 

Wien maximum likelihood estimates of e and cr are used; the 

quantity e-9 is distributed as t with (n-l) degrees of freedom 

and SE'ALa-   is distributed as '/  with (n-l) degrees of free- 
0 

dorn. Confidence-interval estimates are as follows: 

For Q,  a p percent confidence interval is 

<**p,n-l */Ä S + tp,n-l 5Ä 
.th whwre t R-1 is the p  percentile of the t distribution with 

(n-l) degrees of freedom. 

For or, a p percent confidence interval is 

A-7 
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where XT« „ -,  is the p.th percentile of the *? distribution 

with (n -1) degrees of freedom and p, - p« « p, 

For the moment and quantile estimates, only approximate large- 
sample confidence intervals may be obtained using the central 
limit theorem. The general expression for the (l - a) percent 
confidence interval is 

E ± Z sm l-a/2 

where Z,_ay.g is the normal deviate corresponding to the (l-a/2)th 

percentile. 

Table A-l gave the theoretical values for V(E). Since large 

samplea are assumed, tne estimates £ and a1-  can be used in place 
o 

of 9 and o   when these parameters appear in the equation for V(E). 

For Mean and Variance 

Only asymptotic confidence intervals are obtainable for the 
mean and variance. The sample must be large so that the esti- 
mate is assumed to be normal with mean equal to the characteristic 
being estimated (true mean or true variance) and variance equal 
to V(E). Then a.(l - a) percent interval is again of the form 

E i Z l-a/2 ■ffW) 

The equations for V(E) are given in Table A-l and again ö and ft 
p 

are usod Instead of ö and a   when such parameters appear in the 
V(E) eouatlon. 
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APPlSDDf B 

M^IPIJS-RBH&SSIOS COMHH» PKÄHTOUT3 FOR 
VARIANCE- PREDICTION 

EQUATION A(l):    VARIANCE OP Jn(ACTIVE-REPAIR W)   .. n B^B^ 

I»ATA INPUT 

Relative 
Power 
(HP) 

0.I00000c 01 
0.100000E 01 
C.1O03O0E 31 
O.2000O0S 01 
C.200O00E 01 
0.2000006 01 
O.3OOQ0GE 01 
0.2000006 01 
0.200000c 01 
0*200000': 01 
0*2000006 01 
O.Ä0CC0OE 01 
0.100OQOE 01 
0.200000E 01 
0.JO0000E 01 
o*3oa&oo£ oi 
0.200000g 01 
O.UO0GQ0E 01 
O*3OC0OO£ 01 
O.2C00OOE 01 
O.2OOO0OE 01 

Signal Data 
Handling 

(SO) 

0.3OO0OOE 01 
o.icoooot oi 
0*300000c 01 
O.5ü0C0Oc 01 
0>109000c 01 
O.1O0O0OE 01 
0.2000006 OI 
U.lPOOOOt 01 
O.2CO0O0E 01 
O.?00000fc 01 
0,100000t 01 
0.200000c' 01 
Ö,200CCOIfc 01 
0.1COG0O6 01 
0.200000E 01 
Ö.200000S 01 
O.20OO0OE 01 
0.200000c 01 
O.SOQOOOf 01 
Or. 300000c 01 
0,100000c 01 

Teat 
Conceot 
(TO) 

0.2000t.OF 01 
0.2500006 01 
0.20OGG-.E 01 
O.25OO00E 01 
0.200OOOE 01 
0.1000006 01 
G.3SOOO06 0i 
0.390000g 0! 
0..2Ö0ÜC0E OK 
3„3000006 01 
0.300000g C 
C.2O0OOOE Oi 
O.40O00OE Oi 
O.3O00OOE 01 
0.20000CC .'H 
O.2O00005 Oi 
0.2000006 iH 
O.4OO00CE ÜJ 
O.2G0000E 01 
0.2000006 01 
0« 2000001= ul 

Variance of 
in ART 

(°*io AST) 

0.620849E 09 
0.452929E 00 
0.233289E 00 
0« 159,264 g 01 
0.4l?il6E 00 
0,2500006 00 
0,1034296 01 
■3. --'643246 '00 
O.tf90096E 00 
0.56 70096 00 
0.20T936E 00 
0.801025E 00 
G.59444IE 00 
0.979844E 00 
0.1073JHJE 01 
0.U6810E 01 
P.125888E 01 
0»521284c 00 
0.12J000E 01 
0.6448O9E 00 
0.345744E  00 

Square Hoot 
of Nualwr of 
ObaorratlorÄ 

0.400000E  01 
0.U1421E 01 
0.4690426 31 
0.282843fr Oi 
0.316228E Oi 
U.1732046 oi 
O.S9i60a£ 01 
O.2CO0OOE 01 
0,?44949€ 01 
O.S19ftt5E 01 
0.3741Ä&6 Oi 
0.316128E 01 
0»2^494«E  Oi 

o.ai&me si 
0.4K98986 01 
0.331ftfc?£   0» 
0.264375F 01 
O.640312E 01 
0.4799836 0* 
0, 262S431   öl 

B-J. 

(conilriU^d) 

MBgas^a^pj^^pa^SS^iyMwrMy MmoaaBamtostfggßßfäf 
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Equation A(l) (continued) 

i 

VARIABLE NO. 

1 
2 
3 
*> 

HEkH 

2.0714JE 00 
2.1295&F 00 
2.45*72?: 00 
7.*621tt£-01 

STD.   DEV. 

y.i397iE-0l 
9.77026E-01 
7.27199E-01 
4.00346E-01 

CQRREL/IH0N MATRIX 

»OK     COL«     VALUE 

2 \   »0.0S075 

1 -0.12240     3 

1  0.A11?Ö     A 

REGRESSION IGEfFS. 

INOEX     VALUE 

0  -O.7990I9E 00 

ROU  COL.  VALUE KOW  COL.  VALUE 

3 

4 

2 -0.22984 

2  0*42*03 3  0.00403 

I 

2 

3 

1 0.385082E 00 

2 0.22A325E 00 

3 0.U6839E 00 

PARTIAL CIKR. CüfPFS.»  STD. ÜEV. fc 

Ü.7S40E 00 0.813IE-0] 

0.6628E 00 0.60ö4E-öl 

0»32?5E 00      Q.8i*5£-Q! 

(Constant term) 

(Coefficient of RP) 

(Coefficient of 3D) 

(Coefficient of ?C) 

T £OR »I 

Ü.4733E Oi 

o.3**or oi 

0.1*2$'"- 01 

R SQUARED ?S 0.6527J.O  ft IS  C. 8«: 7909 
STD„ ERROR IS  0.29990E 00 STO. ERROR SOD. IS  0.654R4F-0I 

f   IS   O.IC6504t 02 

GAUSS MULTIPLIERS 

s 

RRtt COL VALUE 

Q.lOitE   00 
0.561SE-01 

ROW  COL. 

» 

B-2 

VALUE 

0.92 7'' i-Q? 
'>. lf<*5C-   i 

*nw COL, VALUE 

0.150U-U1 
o.ione oo 

(continued) 
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Equation A(i) (continued) / 

/ 

TEST   IvMZrtmem  VARIABLES fOR  SIGNIFICANCE 

l ST VAA.IS 1 R»«2  -  0,3742*9 Is »ti.36* GRIT«   VALUE IS 1.760 
? m VAR.IS 2 **** ■ 0*616986 1- «10.954 GRIT.  VALUE IS 1.77C 
\ *D VAR.IS 3 R**2  *  0.6*27X6 F •  2.0*3 C*IT.   VALUE IS 1.780 

ALL  VARIABLES  SIGNIFICANT.   SELECTION OM»CR  IS     12  3 

ACTUAL  VS.   PREDICTED RESULTS 

OBSERVATION ACTUAL PREDICTED DEVIATION     WEIGHTED  DEV. 

1 0.62885E 00 0.A3292E 00 0.14593t  00 0.16902E  00 
2 0.A5293E 00 0.5413*6 00 -0.88408E-01 -0.36202E-01 
3 0.23329E 00 0.48292E 00 -Q.2*963E  00 -0.33903E  00 
h 0.15C26E 01 0.13&91E 01 0.22357E  00 0.18310E  00 
5 0.M732E 00 0.42535E 00 -0.80328E-02 -0.735*2c-02 
6 0.2^000E 00 G.30851F 00 -0,58509c-01 -0.29344E-0I 
7 0.10343E 01 0.12070t 01 »0.172726 00 -0,29586F  CO 
8 0.96*32E 00 0.6006 Ik 00 0.36372t   00 Ü.21064E  CO 
9 0.19010E 00 0.6*667E 00 -0.*56S8E   30 -0.32383P  C'O 

2 0 0.56701E 00 Q.S4219E 00 O.2*621E-0i 0,373*5E-0i 
ii 0.207V*£ 00 Ö.542K9E 00 -Q.33*25E 00 -0,3621 3E  00 
12 0.80103E 00 0.6*667g 00 0.l5*3f>E  00 0.1*133E   00 
S3 Ü.59444E 00 0.69527E oc 0.99170E-01 0.79337E-(>1 
I* 0.8 7984E CO 0.5*219E 00 0.33766E  00 0.1693*6   00 
15 Ö.1G733E 01 Ö.10313E 01 0.*15**E-01 0.380*011-01 
16 0.11681E 01 «.103I8E 01 0.1563AE   00 0.2217£€  00 
17 0.12589E 01 0.6*667E CO 0.6122K  00 0.58792E  00 
18 0.5212SE 00 0.*9527E 00 0.26O13E-O1 
19 0.12100c 01 0.12S31E 01 -0.43081E-01 -0.7987AE-01 
20 Q„64*ai£ 00 0.86800E 00 -0.22319E  00 -0.30993E  00 
21 0.34574E 00 0.42535E OP -0.79605E-01 -0.65 29SE-01 

S'D.   OEV«  Ot- D£V.   IS     0.1 L3770E 00,VAft. !S 0.18961E-01 
A/G.   D5V. IS     - 0.37982E-07 

B*v   *>..k   ..,..; 
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ELATION A(2): VARIANCE OF in(ACTIVE-REPAIR TIME) — 13 EQUIPMENT'S 

DATA ZHPOT 

«Maintenance Relative 
i         Complexity Power 

IMS) 55) 
0.120000E 02 G.10G0Q0E 01 
0.160000t 02 O.iOOOOOE 01 
O.JbOOOQ': 02 0,200000t 01 

?         O.14CO0QE 02 0.200000t 01 
Ö.UwiOOüfc 02 0.200000c 01 
0.140000E 02 0.200000E Öl 
0el2OQ00E 02 0.200000E 01 
Q.140ÖÜQE 02 0.20QÖQOE 01 
0.250Ö00E 02 0.100000E 01 
O.lfCOOOE 02 0.200000E 01 
C310Q00E 02 0.300000t 01 
0.230000E 02 o.2Gooooe oi 
0.240000E 02 0.2CC000E 01 

Efficiency of 
Information 
Transmission 

(ET) 

G.2C1Q00E 00 
0.479000E 00 
0.156QO0E 00 
Q.790000G-01 
0.472000E 00 
0.46QQ0OE 00 
0.477000E 00 
0.485000E 00 
0.43800ÖE 00 
0.8*00002-01 
0.32700OE 00 
0.48200QE 00 
0.722000E 00 

Variance of 
in ART 

(oHn. ART) 

0.*52929E 00 
0.233289E 00 
0.417316E 00 
Ö.-964324E 00 
0.19009AE 00 
0.5670Q9E 00 
Ö.207936E 00 
0.801025E 00 
Q.594441E 00 
0.879844E 00 
0.121000E 01 
0.644809E 00 
0.345744E 00 

Square Root, 
of Number of 
Observations 

0.141421E 
o.4;wo42r 
0. 316228t: 
0.200000E 
0.*44949fi 
0.519ol^E 
0.374*66t 
0.316228E 
0.244949E 
0.l?320r>£ 
0.6403121: 
0.4795R3L" 
ü.282*43t 

ni 
01 
oi 
01 
0 i. 

01 
01 
01 
nk 
01 
1)1 
01 
01 

(continued) 
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Equation A(2)  (continued) 

VAAUMLE  HO. ST»,  oc* 
7*5  "„ ■ &I< 

I 
*EA* 

... 

i.wisst eo 
4.C2337CHU 
6«G20*0£H)l 

ROW    COL,     VALUE 

2 l    0.52Ü42 

CORRELATION 

«0«      TL.     VALUE »0»    COL.     mi?£ 

I 
6.731TIE BO 
6,04SJ9E-OI 
I. 6391 «F-.il 
i.65939f«0l 

T 

4 

I 

i 

0.31115 

0.65104 

3 

4 

2 -0.16006 

2  0.68656 

' 

REGRESSION CQFFFS. 

3 -0.42610 

- 

INDEX 

ü 

i 

2 

3 

VALUE 

o.3658176-01 (Constant Term) 

0.233132E-QI (coefficient of 

0.224646E 00 (Coefficient of RP) 

•0.?e46l7E 00 (joefflclent of ET) 

■ 

■ 

ii 

I 

1 

2 

1 

PARTIAL COM« COEFFS.»  STO. OEV. fi 

0.59Ö9E 00      0.1Q61E-01 

O.SSOftE 00      C.1197E OS 

-P.57Ü2E 00      0.3T69E 00 

T FOR Rl 

0.2I.97E 01 

0.1879E 01 

-0.2082E 01 

R SQUAREO !S 0.7243(81  .< IS  0.851106 
STD. ERROR IS 0.20971E 00 STO. ERROR SSO. JS  0.4397TE-01 

F is  c.?aa4»aE 01 

GAUSS MULTIPLIERS 

RO« COL«       VALUE 80M CÖL.       VALUE 

? 

ROW COl.       VALUfc 
i 
i 

G.25ME-02 
0.3256E   90 

2    -O.ISS1E-Oi 
i       0.<04JE   00 

i -O.llOSS-Oi 
0t323lE  01 

. 

I * 

«Ö (continued \ 
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Bquatlon A{2) (continued) 

TEST INDEPENDENT VARIABLES FOR SIGNIFICANCE 

I ST  VAR.IS i.     R»»2 ■  0.474119 F  « 9.917 CPIT. VALUE IS     1  660 
2 WO V«ft«t& 1     M*2  m  0.39I61A F *  2.87? CRIT. VALUE IS     l.iSO 
J SO VAft.IS §    R«»2 » 0.72*3«! F  * 4.3SS CR!T. VALUE IS     1.910 

ALL VARIABLES SIGNIFICANT. SELECTION ORDER IS  2 1 3 

ACTUAL VS. PREDICTED RESULIS 

GBSERVATIO ACTUAL PREDICTED DEVIATION     WEIGHTED  OtEV. 

1 0.*5293E 00 Q.38344E   00 0.6<»49OE-01 0.29019K- -01 
2 0.23329E 00 C.25851E  00 -0.2522JE-01 -0.34935E- •01 
3 0«41732E 00 0.78348E  CO -0.36416E  00 -C.34191E 00 
4 Ü.96432E 00 0.75066E  00 0.21367E  00 0.l2618n 30 
5 0.1901QE or 0.39560E  00 -0.20550E  00 -0.14ö64t 00 
V 0.56701E 00 0.45164c  00 0.11537E  00 0.17701E 00 
7 0.2Q794E 00 0.39168E  00 -0„18374E  00 -0.20300«} 00 
6 0.80103E 00 0.43202t  00 0.36900E   00 0.34456t 00 
9 0.59444E Of 0.5005IE  00 0.93932E-01 0.67941c- •01 

10 0.87984E 00 0.81667L   00 0.631706-01 0.3230f 01 
U 0.12100E 01 0.117T2E  01 0.32805E-01 0.62C2- n 
12 0.64481E 00 0.&44/0E  00 0*61223E-03 0.86700E- ■03 
13 0.3B574E GO 0.47015E  00 -0.13341E  00 -0.11142E 00 

STCU   OCV.  OF OEV*   IS    0.1 
AV6.  OEV. 

U395E 
IS    - 

00(VAR.   IS 
0.U514E-07 

0.12986E-01 

B-6 
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EQUATION B: 
VARIANCE OF Jr.(ACTIVE MAN-HOURS) — 21 BQÜIPfcaNTS 

DATA INPUT 

Relative 
Power 
(RP) 

O.IOOOOOE Oi 
O.IOOOOOE oi 
OalOOOQOE 01 
0.200000E 01 
0.200000E 01 
0.200000c 01 
0.300000b 01 
0.200000E 01 
0.200000E 01 
0.200000E 01 
8.20000PE 01 
O.iooOOOE 01 
Q»1COOOOE 01 
G.200000E 01 
G.30Q000E 0« 
0.3C0000E 01 
0.200000E 01 
O.IOOOOOE 01 
O.IOOOOOE 01 
0.200000E 01 
O.23O0OOE 01 

Signal Veta. 
Handling 

(SB) 

C300000c 01 
0.300000E 01 
0.300000t 01 
0.500000£ 01 
c.:3ooooc oi 
O.IOOOOOE 01 
0.200000c 01 
o.ioooooe 01 
0.200000E 01 
0.100000c 01 
O.IOOOOOE 01 
0.200000E Cl 
0.200000E 0! 
O.IOOOOOE 01 
0.200000c Ql 
0.200000E 01 
0.200000c 01 
0.20 )000E 01 
0.300000c 01 
OoSOOOOOE 01 
O.IOOOOOE 01 

Teat 
Concept 
(TO) 

0.200000E 01 
0.2S0000E 01 
0.200000E 01 
0.250000E 01 
0.200000E 01 
O.IOOOOOE 01 
Q.3500Q0E 01 
0.350000E OJ 
0.200000E 01 
0.300000E 01 
0.300000E 01 
0.200000E 01 
0.400QCOE 01 
0.300GUOE 01 
0.20000CE 01 
0.200000E Cl 
0.200000E 01 
O.IOOOOOE 0=1 - 
0.2QO000E 01 
0.200000E 01 
0.200000E 01 

Variance of 
tu m 

(oaJn m) 

0,68062SP 00 
0.13S2S7E 01 
0.364816F 00 
0.149573E 01 
0r5*6121t 00 
0.425104t: 00 
0.1597T0E 01 
0.155003g 01 
0.378225E 00 
0.732736E 00 
Ö.Ä02816E 00 
0.105268E Oi 
0.594441E 00 
0.753424E 00 
C.154008E 01 
0.163840E 01 
0,1555011: 01 
0«4121fc4E 00 
0.12701 IE Oi 
0=109412E 01 
0.600625? 00 

Square Root 
of Rivaber of 
Observations 

Q.<QOOOOI oi 
0.14J421E ui 
0.469042c 01 
0.282845C 01 
0«. 316228? 01 
0.173205c 01 
0.591608': 0! 
0.2P0000E 01 
0.244949E 01 
0.519615E 01 
0,f?4!66E 01 
0.316228E Gi 
0.244949E 01 
0.172205g 01 
0.316228E 01 
0.48?898E 01 
0.331662? .31 
0,264575*: 01 
0.640312E 01 
0.479383E 01 
0.282843E 01 
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(BquAtlcm B (continued) 

VARIABLE  NO. 

1 
2 

A 

HEAN 

2«,07l^3E 00 
2.U956E 00 
2.45e72E 00 
t«OffAU  00 

STt» Otv. 

7.13<*7oE-01 
9.770266-01 
7.27199E-01 
4.64341E-01 

CORKfrLATItW MATRIX 

KOK  COL.  VALUE «OW  CGI.  VALUE ROW  COL.  VALUE 

2 1 -0.09375 

3 1 -0.122*0      3 2 -0.22984 

A    i  0.71304     A 2  0.23930     4    3  0.03167 

REGRESSION CGEFFS. 

INDEX    VALUE 

0 -0.71101AE 00 (Constant term) 

1 0.501373E 00 (Coefficient of PP) 

2 0.169711t 00 (Coefficient of SD) 

3 0.132883E 00 (Coefficient of TC) 

PARTIAL CQRR. COEFFS.,  STD. OEV. £  T FÜR RJ 

1 0.78S3E 00 Q.95G6E-01     0.523QE 01 

2 0.A993E CO 0.71A3E-01    0.2376E 01 

3 0.3174E 00 O.9630E-0L    0.13806 01 

R SQUARED IS 0.64l?3o  a IS 0.801084 
STD. ERROR IS  1.30146E 00 STD. ERROR SOD. IS  0.90*73>:.-0l 

F IS   0.101503t 02 

GAUSS MULTIPLIERS 

RUH COL. VALUF ROM COL. VALUE «OW  COL. VALUE 

1       1 a.iouc oo 1       2 0.927AE-02 1       3 3.1S01E-01 
2       2 0.561^-01 2       3 r.ibASc-fi 3       3 0.1021E   00 

(continued) 
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Squation B (continued) 

TEST   lNßfPEKDSN?   MREASLFS FOfc SlfiMFf£AN£E 

1 ST  VAft.tS     I     *••«  *  0«508423     F -19.651.     CKJF.   VA<LUf     IS 
2 NO VAA.IS     I     «••*  »  0«&OI*il     F   « «*2IG    CRJT,   VALUE     ES     1.770 
3 RO VARalS    1    A«*»2 ■  0.641736    F »  1.904    OUT.  VAL3JE     IS     i.780 

ALL  VARIABLES  SIGNIFICANT«   SELECTION ONOEA  IS     I  2  3 

OBSERVATION ACTUAi 

it 0.68063E 00 
2 0.13S26E 01 
3 0.364 82E 09 
4 Q.14957E 01 
5 0.54612E 00 
6 Q.425S0E 00 
7 0.15977E 01 
e 0.1550QE 01 
9 0,378236 00 
10 Q.73274E 00 
11 0.80282E 00 
12 0*10527E 01 
13 0.59444£ 00 
14 0.75 HIS.  00 
A5 0.154Q1E 01 
16 0.S6384E 01 
11 O.iS&SOE 01 
I? 0.4121&E 00 
19 0.12701E 01 
20 Q*I094IE 01 
21 0.600ä3E 00 

iTD* OEV. OF OEV. IS 0.1622 
A¥S. ÜEV. SS 

ACTUAL   Ü,   PftfeßlSrEQ RESULTS 

§»*gOi€Tgp DEVIATION    WEIGHTED CEV. 

1,7*0 
1.770 

• 

■    ■ 

0.56526E  00 
0.631T0E  SO 
0.545M   00 
0.147ZSE  01 
0.T2721E   00 
0.59433E  00 
0.159766  01 
0.92654E  00 
0.89692E  00 
0.86009E  00 
0.86039E   OC 
0.89692E   00 
0.66132E   00 
Q.860C9E   00 
0.13983E  01 
Q,139S*E  Ql 
0.89692E  00 
0.461326  00 
Q.15680E   01 
0.10666E   0* 
0.72721E  00 
00,¥AR,   I« 

U.2B601E-06 

0.11S37E 05 
0.T2087E  CO 

»0«200445 ®a 
0.23233E-01 

-0.18109E  00 
-G.16922E  00 
0.S0730E-04 
0.6?34«?  00 

-0.51870E  00 
-0.12736E  00 
-0.57277E-01 
0.I557AE  00 
•0.66874E-01 
-0.10667E 
0.14179E   00 
0.24011E   00 
0.6SS09E  00 

-0.24915E  00 
-0.29788E  00 
0.27487E-01 

-0.12659E  00 
:.26314E~01 
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0.13362E   00 
0.29M9E   CO 

•0.2T223E  00 
0.19027E-01 

-0.165S1E   00 
"-0.84869E-01 

O.X?829E-< 3 
0.36107E 00 

-0.367B9E 00 
-0.1916« 00 
-0.6205SE-01 

0.14262E 00 
-Q.47431E-C1 
-9.53497E-01 

0.12983C   GO 
0.34059E 
0.63149E 

-0»190BTC 
-0.55227E   00 
0.38170E-01 

-0.10367E 00 
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1*. ASSTRJlCT " 

—'Maintain ability prediction is a design tool that, can be used to meet desired 
Maintainability goal« during system development and design. Volume I contains the 
results of * study to develop improved maintainability prediction techniques for jse on 
all major class«« of Air Force electronic systems at the equipnent level of maintenance 
Tha techniques «are developed for application fi'om concept formulation through the 
detail design phases of system development. A data collection program was conducted ♦■ 
acquire detailed information on maintenance actions performer in the field. The data 
were a&ftlyscd to determine relationships betweea maiui.ena.ice design variables and 
saaiatsnsuce time. Prediction models wer? developed for corrective and preventive main- 
tenance. Predictive relationships between Raintenanee time and maintenance manhou'a 
were also developed. A data base was established for vice in future investigation of 
aaistaisaoilitj.  ,,. 

Maintainability ftemoastration is a testing procedure for ensuring tu* acquisition of 
equipment and systems, "Atoich meet specified numerical maintainability requirements. 
Volume IX contains the, results of a study to develop improved maintainability .-lemon- 
•trefcioe procedures for all major clashes of Air For?» equipment. An industry and 
«irorsBseat-wide survey <nu condweted to provide insight into the current status of 
maintainability demonstration and to ini .late research into the technical and adminis- 
trativ* aspects of demonstration. Specific recommendations nad yiidislinet: *,-ere de- 
veloped fc- malntainahiKty Index selection, maintenance task sampling procedures, 
statistical maintainability demonstration plans, and for test planning and adminlstra 
tlorn. The use of prior information for specifying numberical requirements, designing 
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Abstract cooviiuMd 
statistical sapling procedure«, devslopiüg test 
criteria., and applying Bayeflian teats we* also 
investigated and the result* are presorted in the 
report. 
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